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Abstract

This thesis focuses on the design and analysis of numerical discretizations for two classes of
conservation laws with spatially dependent flux function: (i) conservation laws with non-
local flux, where the flux function depends on the convolution of the unknown with a given
kernel function, and (ii) conservation laws with flux function allowed to be discontinuous
in the spatial variable. While robust first-order finite volume methods exist for these
problems, they are often overly diffusive, motivating the development of second-and-
higher-order schemes supported by rigorous theoretical results. For two major classes of
one-dimensional non-local conservation laws, we develop second-order schemes based on
MUSCL-type spatial reconstructions coupled with multi-stage time-stepping methods such
as Runge-Kutta, and single-stage techniques like MUSCL-Hancock. The convergence
analysis of these schemes is carried out within the framework of Kolmogorov’s compactness
theorem, by deriving a series of a priori estimates, including L>° and bounded variation
bounds, followed by mesh-dependent modifications to ensure entropy convergence. For
multi-dimensional systems of non-local conservation laws, we design a fully discrete second-
order method and analytically establish that it is positivity-preserving and L*° stable.
Finally, for a broad class of conservation laws with discontinuous flux, we propose and
analyze a second-order central scheme. To address the challenges arising in the convergence
analysis from the lack of bounded variation estimates and the non-monotonicity of second-
order schemes, we employ the theory of compensated compactness. A mesh-dependent
modification in the slope limiter and an estimate weaker than the classical bounded
variation bound are employed to generalize a classical entropy convergence theory to the
setting of discontinuous fluxes. The effectiveness and accuracy of the proposed schemes
are demonstrated through a series of numerical experiments in comparison with existing

first-order methods.






Introduction

Hyperbolic conservation laws constitute one of the most fundamental classes of partial
differential equations, with widespread applications across diverse fields such as aerody-
namics, oceanography, plasma physics, traffic flow, crowd dynamics, meteorology, flow in
heterogeneous media etc. A general system of conservation laws in d space dimensions is

given by (see [73, 99])

d
op + Z@mjfj(t,a:,p) =0, x=(x1,29,...,2q9) ER"t >0, (1.0.1)
j=1
P1
where p = | ~ | is the conserved quantity, a vector valued function from [0, c0) x R? into
Pp
Q CRP. For j € {1,2,...,d} the function f; : [0,00) x R? x Q — RP, written in the form
J1,j
fi=1 | is called the fluz function in the j-th dimension. Integrating (1.0.1) over a
fpu’

domain D C R¢, we obtain

d
8t/ pdx + Z/ fit,xz, p)-n;dS =0, (1.0.2)
D ‘= Jop

3



where n = (ny,ns,...,ny) is the outward unit normal to the boundary 0D of D. The
expression (1.0.2) indicates that the time variation of the quantity | p P dx happens only
due to the flow across the boundary 9D.

A fundamental problem in the theory of conservation laws is to solve the corresponding
Cauchy problem. For a given initial datum py : R? — €, the Cauchy problem for the
system (1.0.1) is to find a function p : [0, 00) x R? — Q which solves (1.0.1) and satisfies
the initial datum

p(0,z) = po(x), = cR%

In the case when the flux functions depend only on p, ie. f;(t,x,p) = fi(p), for
j =1,...,d, the Jacobian matrix of f; is given by

Ao = (220) n

The system (1.0.1) is called hyperbolic if for any p € Q and any w = (w1, ...,wy) € RY w #

0, the matrix
d

Alp,w) =Y wiA(p)

j=1
admits p real eigen values A\(p,w) < Xo(p,w) < -+ < \y(p,w) and corresponding p
linearly independent eigenvectors r(p,w), r2(p,w), ..., ry(p,w). If all the eigen values

are distinct, the system is called strictly hyperbolic.

A characteristic feature of nonlinear conservation laws is the formation of discontinuities
(shocks) in finite time, even when the initial data is smooth. Consequently, classical (dif-
ferentiable) solutions cease to exist beyond a finite time, and solutions must be interpreted
in a weaker sense, as weak solutions. However, weak solutions are not necessarily unique,
necessitating the imposition of an additional admissibility criterion to isolate the physically
relevant solution. A foundational result in this direction is the entropy condition proposed
by Kruzkov [124], which is based on the vanishing viscosity method and ensures uniqueness
for scalar conservation laws. For a detailed exposition on the well-posedness theory of
scalar conservation laws, we refer to [124]. In the case of general systems of conservation
laws, global well-posedness remains largely unresolved, with only partial results available
in specific cases; see |95, 130]. An alternative framework for addressing issues of existence
and uniqueness is provided by the theory of measure-valued solutions, as developed in
[80, 35].

In practical applications, exact solutions to conservation laws are rarely available,
thereby motivating the development of efficient and accurate numerical methods for
their approximation. Moreover, numerical methods frequently play a central role in the

theoretical analysis of conservation laws, particularly in establishing the existence of

4



solutions. Classical existence results, such as those in [95, 126], are often built upon the
convergence of suitably designed numerical approximations. Several milestone contributions
have shaped the development of numerical methods for conservation laws. Among the
earliest are the Lax—Friedrichs scheme [129] and the Godunov scheme [101], followed by
the Engquist—-Osher scheme [83] and the Roe scheme [146]. By the 1980s, a rigorous
analytical framework for the convergence of first-order schemes had been established,
notably in the work of Crandall and Majda [71]. Subsequent efforts turned toward
achieving higher-order accuracy. Significant progress in this direction was made through
the development of MUSCL (Monotonic Upstream-centered Scheme for Conservation
Laws) schemes [161, 162, 163, 139]. Other influential approaches include the modified flux
method of Harten [107], the flux limiter method of Sweby [155], the piecewise parabolic
method of Colella and Woodward [170], the ENO (Essentially Non-Oscillatory) schemes
of Shu and Osher [151], and the second-order central scheme introduced by Nessyahu and
Tadmor [137], among others. Detailed discussions on the analytical and numerical aspects

of conservation laws can be found in the standard textbooks [100, 99, 73, 36].

Over the past few decades, conservation laws with non-standard flux functions have
emerged in a wide range of physical models. This thesis investigates numerical discretization

and its analyis for two important classes of such equations:

(i) Conservation laws with non-local flux, where the flux function depends on a convolu-

tion of the unknown with a given kernel function,

(ii) Conservation laws with flux functions allowed to be discontinuous in the spatial

variables.

Non-local fluxes account for interactions over spatial neighborhoods and arise in appli-
cations such as traffic flow, crowd dynamics, sedimentation, etc. On the other hand,
discontinuous fluxes model heterogeneities in low media, with relevance to multiphase
flows, sedimentation, traffic over variable road conditions etc. In the following sections,
we provide a brief survey of the theoretical and numerical developments related to these
equations. Before proceeding, we introduce certain necessary notations that will be used
throughout this thesis.

1.0.0.1 Notations

For two domains £; and Q,, the space C*(2;;€) denotes the set of all continuously
differentiable functions from Q; to . The space of all functions in C'(€y;,) with
compact support in € are denoted by C!(€2;;€25). The space D(2) denotes the set of

all test functions on 2, i.e., infinitely differentiable functions with compact support in €.



We denote Ry := [0,00). For a function g defined on a domain €2, the notation TV (g)
refers to the total variation semi-norm of g over Q and supp(g) denotes the support of g.
The space BV(Q2) denotes the set of all functions of bounded variation on Q. For a,b € R,
denote Z(a,b) := (min(a, b), max(a, b)) and ||-|| := ||-||re-

1.1 Non-local conservation laws

Conservation laws with non-local flux have emerged as powerful tools for modeling a wide
range of flow-like physical processes that involve interactions over spatial neighborhoods.
In contrast to the standard conservation laws, non-local models incorporate surrounding
information, typically through a convolution of the unknown with a given kernel function
which is included in the flux function. This formulation allows a more realistic description
of physical scenarios influenced by neighborhood effects. The non-locality in the flux is
particularly useful in describing real-world phenomena such as traffic flow, where a driver’s
response is affected by the density of cars ahead |28, 34, 53, 58, 59, 152|; crowd dynamics,
where individuals respond to nearby pedestrians [40, 67, 68, 69]; and sedimentation, where
the motion of particles depends on neighboring concentrations [33]. Other examples include
applications in supply chains [23|, conveyor belts [102, 147], weakly coupled oscillators
[18], and biological population models [142].

The mathematical study of non-local conservation laws has seen steady growth in
recent years. In this context, the central question of well-posedness has been addressed in
numerous works (see [14, 19, 34, 47, 53, 61, 74, 96, 147|, and references therein). A common
approach to establish well-posedness involves designing first-order numerical schemes
tailored to the non-local flux, which are then shown to converge along a subsequence to
an entropy weak solution, thereby establishing existence. In the next step, continuous
dependence on the data, and subsequently the uniqueness are established using a doubling
of variables argument suitably adapted to the non-local setting (see [124, 33, 34, 54]).
Alternate approaches for establishing well-posedness include the fixed-point argument of
[119, 70]. Non-local problems have also been investigated from several other perspectives.
For instance, stability estimates have been derived in [56, 109], and regularity results
for solutions of these equations have been investigated in [30]. Furthermore, traveling
wave solutions for non-local traffic flow models were discussed in [145, 150]. Additional
extensions include studies on nonlocal balance laws [1, 119, 121| and pair-interaction
models [81, 85|, among others. Another important theoretical direction is the asymptotic
limit problem, concerning the convergence of non-local models to their local counterparts
as the convolution parameter tends to zero. This problem has been explored in several
works, including [39, 38, 60, 62, 64, 63, 65, 120].

Next, we describe the mathematical details of the classes of non-local conservation
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laws considered in this thesis, beginning with the one-dimensional scalar equations.

1.1.1 One-dimensional scalar case

We consider non-local conservation laws of the form :
p+0uf(p, At,2)) =0, (1,2) € (0,00) X R,

p(0,2) = po(x), T ER, .

where f: R xR — R and p: (0,00) X R — R, the given flux function and the unknown

quantity, respectively. The convolution term A(t,x) is defined as

o0

A(t,z) == pxp(t,z) = / u(z —y)p(t, y) dy. (1.1.2)

where 1 : R — R denotes the convolution kernel. Solutions to (1.1.1) are interpreted in
the following weak sense (see [33, 19, 14, 34]):

Definition 1.1.1. (Weak solution) A function p € (L*NLY)([0,7) x R;R), T'> 0, is a
weak solution of (1.1.1) if

—+00

/0 /'_+OO (p&%ﬂ + f(p, Alt, a:))@acgo) dx dt + / po(2)¢(0,2) dz = 0 (1.1.3)

— 00

for all p € CL([0,T) x R;R).

Further, an entropy solution to the problem (1.1.1) is defined (see [33, 34]) using a

Kruzkov type inequality adapted to the non-local scenario, as follows:

Definition 1.1.2. (Entropy solution) A function p € (L* NLY)([0,T) x R;R), T' > 0, is

an entropy weak solution of (1.1.1) if

T +o00
L] (1= rlowe -+ seno = (. Att.2) = Flr, A2

. (1.1.4)

—sgn(p — k)O0af(k, A(t,x))05(Alt, x))gp) dz dt + / lpo(x) — K|p(0,2)dx >0

— 00

for all ¢ € CL([0,T) x R;R,) and k € R, where sgn is the sign function.

Now, based on the nature of the kernel function p, we split (1.1.1) into two distinct

models, which form our primary focus.

Model 1. In this model, the flux function in (1.1.1) takes the form f(p, A) = g(p)v(A),
where v € C*([;R,) with v/ < 0 and g € C'([;R,) with ¢’ > 0. Further, the

kernel function p is given by



where 1 > 0 is fixed, w, € C*([0,7];Ry), supp(wy,) € [0,7], w), < 0, and

o/ wy(x) dz = 1. This gives rise to a convolution term of the form

A = [ty - 2ot ) (115)

which represents the downstream weighted average of p in the interval [z, x + 7).

This model is specifically formulated using a piecewise smooth, non-increasing
kernel and a downstream convolution to describe traffic flow, incorporating evalu-
ation of downstream density by drivers through the nonlocal term (1.1.5). This
problem is originally proposed in [34] and have since been extensively studied
(see |54, 89, 55, 88, 47]). More sophisticated variants of these equations have also
been developed to model various physical settings, such as one-to-one junctions
[52], on-off ramps [51], multilane traffic [87], networks [86], and flux-discontinuous
models [50].

Model 2. This model arises from (1.1.1) by specifying the kernel as u € (C2NW2>)(R; R).
Depending on the support of p, this leads to possibly different orientations of the

convolution integral. For a fixed n > 0, typical cases include:

e Upstream kernel: If supp(p) C [0, 7], then
A(t, ) =/ u(z —y)p(t, y) dy.
z—n
o Centered kernel: If supp(u) C [—n/2,1/2], then

Alt,z) = /HQ w(x —y)p(t,y) dy.

(SIS

e Downstream kernel: If supp(u) C [—n, 0], then

Alt,z) = /W7 (@ —y)p(t,y) dy.

The flexibility in the convolution type makes it suitable for a diverse range of
applications, including sedimentation (centered convolution) [33| and traffic flow
(downstream convolution) [19, 15]. The well-posedness and numerical approxi-
mation of such models have been studied in [33, 19, 14|. See also [15, 16, 17] for

further theoretical and numerical developments on models of this kind.

1.1.1.1 Numerical approximation

A central challenge in designing numerical schemes for non-local conservation laws lies in

the careful discretization of convolution integrals (1.1.2). Several first-order finite volume
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methods have been proposed addressing this issue. In contrast to local conservation
laws, even first-order numerical schemes for non-local equations often lack monotonicity, a
property that plays a crucial role in establishing stability and convergence analysis for
the local case. The lack of monotonicity introduces additional difficulties, which have
been addressed in the literature through alternative techniques to ensure the stability
and convergence of the schemes. This has led to a well established theory for first-order
schemes, see [33, 19, 14, 34, 89, 90|.

Now, we give a brief sketch of certain available first-order finite volume approximations
of (1.1.1), of the form:

Pt = =\ (FJ@% . Fj”_%) , (1.1.6)

where the numerical flux an+ at the interface x; 1 is chosen by carefully approximating

1
2
the non-local term (1.1.2). Some commonly used examples of numerical fluxes for both
models are given below.

Model 1

Laz-Friedrichs-type numerical flux (see [34, 53]):

(9o A) + 9o )0 (AL) = S(ofa = 0] (LLT)

N | —

F]TZF% (p?a p;}+1) =

where A7 ~ [55 p(t™, y)w, (y — ;) dy and a > 1.

Tj

Godunov-type numerical flux (see [89]):

n n o .n minPG[anﬂn ]g(p>U<An+l) lfp? = IO?JFD
Fj+%(l)japj+1) = T .

maXpefpn, |, p7] g(p)v(A;LJr%) ifP? > P?_H- (1.1.8)
where A” ~ f ]+%+n ,y)wn(y — xH;)dy.

2

Model 2
Laz-Friedrichs-type numerical flux (see [19, 14]):

j+%(Pjan+1) = b <f(pja j+1) + f(P]+1aAJ+ )) - ﬁ(pj—&-l - pj)a (1.1.9)

where A7 , ~ e u(ijr% —y)p(t,y) dy and v € (0, 1/3). For the general problem described
2
by Model 2, it is not straightforward to propose a Godunov scheme. However, for fluxes of

the specific form f(p, A) = h(p)v(A), a Godunov-type numerical flux is defined in [15] as

FL (05 pia) = (AT ) Fa(pjs pj1a), (1.1.10)

where Fy is the Godunov numerical flux corresponding to a local conservation law with A

as the flux function.



1.1.1.2 Well-posedness

For both models discussed above, uniqueness of solution is established by proving a result
on the continuous dependence on the initial datum as given below (see [34, 53| for more
details):

Theorem 1.1.3. Let p and p be entropy solutions of Model 1/ Model 2 corresponding to
the initial datums py and pg, respectively. Then for T > 0, there exists a constant Cp > 0
such that

16(t,) = p(t, )@y < Crllpo — polliw) V€0, T]. (1.1.11)
In particular, the entropy solution to Model 1/ Model 2 is unique.

Remark 1.1.4. For the specific case of Model 1 with g(p) = p, it was shown in [119] that
the weak solutions (1.1.1) are unique, thus making the entropy criterion (1.1.4) redundant.

However, in the general case, the entropy condition is required to ensure the uniqueness of
solutions to (1.1.1).

To show the existence of an entropy solution, the typical strategy (see [34, 33|) is to show
that under suitable hypothesis on the flux function f in (1.1.1) (under the assumptions
of Model 1/Model 2) and an appropriate CFL restriction on the time step, for any fixed
time 7', the approximate solutions {pa } a~o generated by a first-order scheme (for example

Lax-Friedrichs or Godunov) satisfy the following results.

Theorem 1.1.5. (L> estimate, [33, 19]) If the initial datum py € L>®(R;R,), then there

exists a constant C, > 0 such that the approrimate solutions satisfy the L™ estimate
lpalt, )l < Cw, (1.1.12)
for allt € [0,T].

Theorem 1.1.6. (BV estimate, [33, 19]) If the initial datum py € L= N BV(R;R.), then

the approzimate solutions satisfy the bounded variation estimate
TV(pa(t,-)) < Coyv, (1.1.13)
for allt € [0,T] and for some constants Cgy > 0.

Theorem 1.1.7. (L' Lipschitz continuity in time, [33, 19]) If the initial datum py €
L*NBV(R;Ry), then there exists a constant CLz'p > 0 such that the approximate solutions
satisfy

lpa(ty; ) = palte, )lluiw) < Cpgplts — taf + A), (1.1.14)

for any ty,ts € [0,T7.
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Theorem 1.1.8. (Discrete entropy condition, [33, 19, 14]) If the initial datum py €
L>* N BV(R; R, ), then the approzimate solutions satisfy a discrete entropy condition:

(0, 012) = @3 (01, 1))

1
+ EAsgn(p“H - H)f("ia A?+l) - f('%vA?_l) < 07 fOT K€ Ra

j =

n+1 n n
VR RN (W

(1.1.15)

where "% (u,v) == F" ;(uV ko V K) — F" (uN K0 A K), and we define uV v =
Jt3 J+3 J+3

max{u, v}, u A v := min{u,v}.

In light of Theorems 1.1.5, 1.1.6 and 1.1.7, an application of the Kolmogorov’s com-
pactness theorem (Theorem A.8, [108]) guarantees the existence of a subsequence of
approximate solutions converges to a function p in C([0,T]; LL (R)). We note that instead

of proving Theorem 1.1.7, an alternative approach (see [34, 53|) is to establish a space-time

total variation estimate of the form:

Theorem 1.1.9. (Space-time BV estimate [34, 53]) If the initial datum py € L>® N
BV(R;R,), then the approximate solutions satisfy

TV(pal:,-)) < Kgv, (1.1.16)

for some constant Kgy > 0.

Theorems 1.1.5 and 1.1.9 together with an application of the Helly’s theorem (see
Lemma 21.4, Chapter 5, [84]) ensures the existence of a convergent sequence of approximate
solutions. Once a convergent subsequence of approximate solutions is obtained, a Lax-
Wendroff-type (|127]) argument adapted to the non-local scenario (see for example |33, 34|)
is used to show that the limit p is a weak solution of the problem (1.1.1). Further, using
the discrete entropy condition (1.1.15) satisfied by the scheme under consideration (see
Theorem 1.1.8), it can be shown that the limit is an entropy solution (1.1.4), leading to

the convergence theorem:

Theorem 1.1.10. Let py € L>*° N BV(R;R,). Under a suitable CFL condition, the

approximate solutions pa converge to the unique entropy solution of the problem (1.1.1).

1.1.2 Multi-dimensional system case

We consider the multidimensional extension of Model 2 discussed in Section 1.1.1 which is
relevant in crowd dynamics and related phenomena [69, 67, 14]. For the sake of simplicity,
we restrict our attention to two dimensions, and consider the Cauchy problem for the
system:

atp—’_vw'F(tawapanl*pa"' 77’n*p):O:

1.1.17
p(x,0) = po(z). T
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where x := (z,y), the unknown is
P = (plap27"' 7PN> )

and the flux function takes the form

T
ftzy plnxp) g (t,x,y,p' v =p)

F(t,xz,p,n*p,v*p):=
Nt zy, pN g xp) gVt z,y, pN, v xp)

The convolution kernel functions corresponding to the z-and y-direction are then given by

the matrices
11 .. 1N 11 ... 1N

n=m=1| : . and vi=mn=| @ .. 7

m,1 m,N

respectively, and the convolution terms are defined as
N
(m*p), (tz,y) =) / /2 N (@ — o'y — ) ekt 'y da' dy
k=1 R

N
(vxp),(tz,y) = Z / /2 VIR — 2y — )"t 2 y) da’ Ay,
k=1 R

for g € {1,2,...,m}, where n* 5% :R" - R, for [ € {1,2,---m} and k € {1,2,--- ,N}.
In [14], a dimensionally split first-order scheme was proposed to approximate (1.1.17),
making use of a Lax-Friedrichs type numerical flux. Further, under necessary assumptions
on the flux function and a suitable CFL restriction on the time step, the approximate

solutions {pa}aso were shown to satisfy the following results:

Theorem 1.1.11. (L* estimate, [14]) If the initial datum py € L°(R?* RY), then there

exists a constant Cs, > 0 such that the approximate solutions satisfy the L>°-estimate
||pA(t7'7')||L°°(R2;RN) S COO) (1118)
for allt € [0,T].

Theorem 1.1.12. (BV estimate, [14]) If the initial datum py € L= N BV (R%; RY), then

for each k, the approzimate solutions satisfy
TV(pa(t,--)) < Cav, (1.1.19)
for all t € [0,T] and for some constants Cgy > 0.
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Theorem 1.1.13. (L' Lipschitz continuity in time, [14]) If the initial datum p, €
L>*nN BV(RQ;Rf), then there exists a constant CLz'p > 0 such that the approrimate

solutions satisfy
PR (") = PA(E" - ey < CpipAt, (1.1.20)
for any n such that (n + 1)At <T.

These results, along with a discrete entropy estimate of the form (1.1.15), were estab-
lished in [14]. By applying Kolmogorov’s compactness theorem, the existence of a weak

solution was obtained, as stated below.

Theorem 1.1.14. ([1}]) Let the initial datum py € (L' N L> N BV)(R%;RY). Under
suitable assumptions on the flux function and a CFL condition on the time step, the
approzimate solutions converge, up to a subsequence, to a solution p € C (R+; LY(R? Rf))

of (1.1.17), (4.1.2).

Remark 1.1.15. Although a discrete entropy inequality similar to (1.1.15) is obtained
in [14] for the proposed scheme, in the absence of a standard Riemann semigroup (see

Chapter 9, [36]), this does not single out a unique solution.

In computational fluid dynamics, first-order numerical schemes are generally considered
robust and reliable, and they aid in establishing well-posedness of problems. However,
second- or high-order methods offer the advantage of considerably more accurate solutions
with the same computing cost, particularly for two- or three-dimensional problems. As a
result, there has been a surge of research activities aimed at improving these high-order
methods. In the context of non-local conservation laws, [57, 97] treat second-order schemes,
while [48, 88| proposes and compares high-order discontinuous Galerkin methods and
central WENO schemes. Despite this, a major gap remains: there are currently no rigorous
convergence results available for second- or higher-order schemes in the non-local setting.

This leads to the following crucial questions:

Q1. Can we construct second-order accurate schemes that are rigorously proven to converge
to the entropy weak solution for one-dimensional non-local conservation laws of the forms
Model 1 and Model 27

Q2. Is it possible to design second-order schemes with desirable theoretical properties for

multi-dimensional systems of non-local conservation laws of the form (1.1.17)7

As a part of this thesis, we aim to address these questions by developing second-order
numerical schemes for non-local conservation laws, with a particular focus on establishing
rigorous analytical results in both the one-dimensional and multi-dimensional problem

cases.
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1.2 Conservation laws with discontinuous flux

Conservation laws with discontinuous coefficients in the flux functions have been studied
extensively in the past few decades. A general version of the Cauchy problem for a scalar

conservation laws with discontinuous flux is given by

Op+ Ouf(k(x),p) =0 for (z,t) e R x Ry,

(1.2.1)
p(,0) = pol), forz € R,

where ¢ and z are the time and space variables, respectively and u = u(x, t) is the unknown
quantity. The coefficient k(z) in the flux function f is allowed to be a discontinuous
function of the spatial variable x.

Example 1. A classic example is the two-flux case, which emerges by specifying the flux
fin (5.0.1) as follows:

filp) forx <0,
f(H(2), p(z,1)) = H(x)f,(p) + (1 — H(x)) fip) = (1.2.2)
fr(p) forz >0,
where H is the Heaviside function.
Example 2. Another common example involves the flux function having a multiplicative

dependency on a discontinuous coefficient, of the form:

f(k(z), p) = k(x)g(p), (1.2.3)

for some function g.

One of the earliest instances where discontinuous flux was studied is in the context
of traffic flow on roads with varying surface conditions [136]. Assuming that the differ-
ent segments of the road admit different permissible velocities, this model proposed a
prototypical example of a conservation law with discontinuous flux. The framework of
discontinuous flux was later extended to the case of two-phase flow in porous media arising

in oil reservoirs [94], sedimentation models |76], and so on (see [111, 45]).

These equations have been the focus of extensive theoretical and numerical studies
over the past few decades, for a detailed review see [41, 134] and references therein. For
flux functions with smooth spatial dependence, Kruzkov [124]| showed the existence and
uniqueness of an entropy solution. However, standard theoretical tools and numerical
methods are not applicable when the flux is discontinuous, posing key difficulties in
the well-posedness and analysis of numerical solutions. This situation necessitates the
development of novel theoretical approaches and specialized numerical methods. This topic
has been extensively explored in the literature, where well-posedness is typically established

through suitable numerical approximations; see, for example, [7, 37, 114, 116, 123]. For a
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comprehensive framework on the well-posedness of (5.0.1), we refer to [21]. Conservations
laws with discontinuous flux coefficients have also been investigated from various other
perspectives. Recent contributions include regularity results established in [91], error
estimates for monotone flux functions in 27|, flux stability under similar assumptions in
[148], compactness estimates in [118], viscosity approximation in [113], and BV regularity

of adapted entropy solutions in [93], among others.

Solutions to (1.2.1) are generally interpreted in the following weak sense.

Definition 1.2.1. (Weak solution) A function p € L>*(R x R, ) is said to be a weak
solution of (5.0.1) if it satisfies

//R (porp + f(k(x), p)Ord) dtdx—i—/ﬂ{po(ﬁ(xﬁ) dz =0, (1.2.4)

for all test functions ¢ € D(R x R).

Let the function k be piecewise C!, with a finite set of discontinuities denoted by
D = {x1,29,..., 7 }. If the weak solution admits the trace values p(t,z5") for almost

every t > 0, then it is straightforward that the interface Rankine-Hugoniot relation

fk(ay), plt, ;) = f(k(x)), p(t, ) fora.e.t >0,

holds for i € {1,2,..., M}. A fundamental aspect in the context of discontinuous flux is
the uniqueness of solutions to these problems, where an entropy condition (or admissibility
condition) plays a crucial role in ensuring uniqueness by identifying physically relevant
solutions. Several attempts have been made in the literature (94, 75, 111, 114, 7| to distill
the physically relevant solution. A common feature of all these entropy frameworks is that
away from the discontinuities of k, the solution satisfies a Kruzkov-type interior entropy

inequality.

Definition 1.2.2. (Interior entropy inequality) A weak solution p is said to satisfy the

interior entropy condition if for all constants ¢ € R,

/ / (o — el + sen(p — &) (F(k(x), p) — f(k(z), ¢))0,6) dx dt
Ry (1.2.5)

+/ |p0 - C‘¢($7O) dz > 07
R
holds for all non-negative test functions ¢ € D((R\ D) x Ry), where D is the set of

discontinuities of k.

However, the interior entropy inequality (1.2.5) is not enough to guarantee a unique
entropy solution. This is elaborated below using an example from [7] for the two-flux case

(1.2.2) with the following assumptions (also see Figure 1.1):
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(H1) The functions f; and f, defined on the interval [s,S] such that f;(s) = f.(s) and
fi(S) = 1:(5).

(H2) The functions f; and f, intersect at a point « € (s,.5), with f/(«) > 0 and f/(a) <0

(H3) f; and f, have a single minimum, attained at ¢; and 6, respectively and f;(6;) >

fr(0r).

fr fl

s A b a 6, B S

Figure 1.1: Left and right fluxes in (1.2.2) with the hypotheses (H1), (H2), (H3).

Now, consider the Cauchy problem for (1.2.2) with the initial datum

po(z) = a. (1.2.6)

Let A € [s,6;] and B € [0,, S] be such that f;(A) = f.(B). If A < a, a solution to (1.2.2),
(1.2.6) can be constructed as follows

(

ife < fl(A)_fl(O‘)t

L

Y

if LAy 0 <,

pap(t,z) = < (1.2.7)

SR

fr(B)=fr(e)
ifo<z< Tt,

a, iffHBER@y <o

On the other hand, if A > «, then a solution can be constructed as follows

;

o ife < fl(A)_fl(a)t

9

(f)~H2), it MA=MDy —p  fr(A)

pan(t 2) = A, if f/(A)t <z <0, (1.2.8)
B, if0 <z < fl(B)t,

(F)7HE), HEFIB) < a < B

ffr fr(a)t < xT.
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For each choice of the pair (A, B), we obtain a corresponding weak solution psp to the
problem (1.2.2), (1.2.6) satisfying the interior entropy condition (1.2.5) and with trace
values p(t,07) = A, p(t,07) = B. In other words, there are infinitely many weak solutions
satisfying the interior entropy condition (1.2.5). To identify physically relevant solution
among these, various selection criteria have been proposed in the literature. For instance,
for the problem (1.2.2), (1.2.6), the frameworks in Gimse and Risebro [94|, Diehl |75, 76|,
Karlsen, Risebro and Towers [114] choose the solution p(t,x) = «a which is corresponds
to the choice A = B = . On the other hand, the entropy frameworks of Adimurthi and
Gowda [5], Ostrov [140] and Kaasschieter [111] lead to the solution

o lfl’ < fl(Aj_fl(a)t
()71, G < < f(A)
pap(t,x) =46, if0 <z < f (0, (1.2.9)
(F)71(E), iEFB) <o < PO,
o if frOD=fr(@)y o
’ 01— — 7

\

where 0, € [0, S] such that f,(6;) = £.(6;), corresponding to the choice (A, B) = (6, 0;).
In [7], for the two-flux case (1.2.2), all these solution notions were brought together under

the unified framework known as (A, B) entropy solutions.
1.2.0.1 (A,B) entropy condition

First, we define an (A, B) entropy connection for the problem (1.2.2), with hypotheses
(H1), (H2) and (H3).

Definition 1.2.3. ((A, B) interface connection) A pair (A, B), where A € [s, 6], B € [0,, 5]

is said to be an interface entropy connection if f;(A) = f.(B).

Now, the interface entropy condition corresponding to the connection (A, B) is defined

as follows.

Definition 1.2.4. (Interface entropy condition) A function p which admits traces p(t, 0%)

for a.e. t > 0, is said to satisfy the interface entropy condition if

Lap(t) == sgn(p(t,07) = A)(filp(t,07)) = fi(A))

(1.2.10)
—sgn(p(t,07) = B)(f(p(t,07)) = f:(B)) > 0

for a.e. t > 0.

Definition 1.2.5. ((A,B) entropy solution) A function p € L*(R x R,) is said to be an
entropy solution to (1.2.2) corresponding to the connection (A, B) if
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e p is a weak solution as in (1.2.4),
e p satisfies the interior entropy condition (1.2.5), and

e p satisfies the interface entropy condition (1.2.10) corresponding to the connection
(A, B).

Note that the existence of traces p(t,0%) is implicitly assumed in Definition (1.2.5)
to satisfy the interface entropy condition. In [7], it was established that for the two-flux
case (1.2.2) with (H1), (H2) and (H3), the (A, B) entropy solution corresponding to each
connection (A, B) forms an L' contractive semigroup. This has led to the fact that there
is no unique physically relevant solution for scalar conservation laws with discontinuous
flux. Instead, the choice of the appropriate (A, B) connection is determined based on the
physics of the problem. The (A, B) entropy framework was generalized to the case of more

general flux functions and finitely many discontinuities in [10, 8, 9, 11].
1.2.0.2 Kruzkov entropy condition

In this thesis, we focus on a Kruzkov-type entropy formulation, mainly based on the

framework of [116, 114|. For a strongly degenerate parabolic equation of the form:

Oup + 0,1 (k(x). p) = 2, Alp), (1.2.11)

where A : R — R is the diffusion function, a Kruzkov-type entropy condition was derived

in [114]. For (1.2.1), this entropy condition takes the following form.

Definition 1.2.6. (Kruzkov entropy solution) A function p € L*(R x R,) is called an
entropy solution of (5.0.1) if for all ¢ € R,

/ / (o= 09+ sgnlp = )T (k) = FF,))0.0) d dt
+ flpo—clo0ydes [ [ jousibe), ol dec (12.12)

M o0
£y / (€)= f(hs )l t) dE > 0,
m=1

for all non-negative test functions ¢ € D(R x R, ), where D = {x, 29, ..., 2} is the set

of discontinuities of k£ and k; denote the left and right traces of k at z,,, respectively.

Away from the discontinuities of k, the condition (1.2.12) ensures that the interior
entropy condition (1.2.5) holds. The uniqueness of the entropy solution, as defined in
(1.2.12), was established in [114]| under the assumption of a crossing condition on the flux

function f.
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Definition 1.2.7. (Crossing condition) For any jump in the coefficient k& with the corre-

sponding left and right limits &, and k' respectively,
fllgsun) = fhp,w) <0< f(ky,uo) — flhig,u2) = ui < u, (1.2.13)

for any states uq, us.

In the two-flux case (1.2.2), under assumptions (H1), (H2), and (H3), the Kruzkov-
type entropy formulation (1.2.12) corresponds to the (A, B) entropy solution (as defined
in Definition (1.2.5)) for a specific choice of the pair (A, B). For instance, the constant
solution p(t,z) = « is a Kruzkov entropy solution of the Cauchy problem (1.2.2), (1.2.6)
in the sense of (1.2.12), and it coincides with the (A, B) entropy solution corresponding
to the choice A = B = a. However, the (A, B) entropy framework introduced in [7] is
restrictive in several important situations, as it relies on the assumption that the flux
functions are unimodal (i.e., possessing a single extremum). In many relevant physical
scenarios, including clarifier-thickener models [42, 43, 45|, the flux function may have
both a local maximum and a local minimum. Although the (A, B) entropy framework
was extended in [8] to cover flux functions with multiple extrema, this generalization still
requires that f/ and f/ have opposite signs at all points of intersection, an assumption
that does not hold in general for clarifier-thickener models. In contrast, the Kruzkov-type
entropy formulation (1.2.12) remains applicable in such cases (see |77]). Moreover, this
formulation can be interpreted as the unique vanishing viscosity solution, a notion that has
been rigorously studied and validated in several works [77, 22, 25, 76, 114, 141, 149, 160|

and remains relevant across various models that incorporate discontinuous flux.

In [77], for the two-flux case with general flux functions and multiple flux crossings,
the entropy condition (1.2.12) was generalized through the so-called I'-condition, which
eliminates the need for the crossing condition. When the crossing condition is satisfied,
the solutions chosen by the I'-condition coincides with the Kruzkov-type solution (1.2.12).
Another approach towards the elimination of the crossing condition can be found in [46],
which proposes an (A,B) connection adapted Kruzkov entropy framework for the two-flux
case with unimodal flux functions and a single flux crossing. Furthermore, in [117], a
Kruzkov-type adapted entropy condition was shown to yield uniqueness for more general

flux functions, even in the absence of a crossing condition.
1.2.0.3 Numerical approximation

A wide variety of numerical techniques have been developed in the literature to approximate
conservation laws with discontinuous flux. While the list is extensive, we mention a few

approaches: Godunov-type schemes |7, 20, 92, 117|, relaxation schemes [112|, Enguist-Osher
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schemes [46, 160] and upstream mobility schemes [135]. Other approaches include DFLU
flux [13], Roe-type schemes [169], and Monte-Carlo methods for random conservation laws
with discontinuous coefficients [26]. Furthermore, general monotone (A, B) entropy stable

schemes and a local Lax-Friedrichs scheme were analyzed in [4] and [154], respectively.

A crucial feature of conservation laws with discontinuous flux functions is that solutions
may fail to have bounded total variation; see [3, 93]. Since total variation boundedness is
a central tool in proving the convergence of numerical schemes, this presents a significant
challenge in the analysis of numerical schemes. A widely adopted strategy to overcome
this is the singular mapping technique, wherein the images of the approximate solutions
under a suitable monotone map are shown to have diminishing total variation. This
technique was introduced by Temple in [157] to prove the convergence of the Glimm
scheme, specifically applied to a 2 x 2 resonant system of conservation laws for modeling
oil displacement by water and polymer in reservoirs (see [6]). An alternative theoretical
framework for convergence is the compensated compactness framework [79, 156], which
was generalized to the case of discontinuous flux problems in [116]. This relies on a L*>
estimate on the approximate solutions and the nga compactness of terms involving

approximate solutions.

Specifically, for the general problem (1.2.1), a staggered Lax-Friedrichs-type scheme
was proposed in [116]:
T 1 TL n 7 n
pjig = 5(@ +01) = AN (F(kjgns 1) — fkj00)) (1.2.14)
Under appropriate assumptions on the flux function (including the crossing condition

(1.2.13)) and a suitable CFL condition on the time step, the scheme (1.2.14) was shown

to satisfy the following results:

Theorem 1.2.8. (Maximum principle, [116]) Let the initial datum py € L*®(R) with
a < po(x) < b, for all x € R. The approximate solutions {pa}aso obtained from the

scheme (1.2.14) satisfies the global mazimum principle
a < pa(z,t) <0, (1.2.15)
for all (x,t) € R x Ry.
Theorem 1.2.9 (W,_"compactness, [116]). Let py € L™(R). For
Si(p) == p—c, Qulk,p) = f(k,p) = f(k,c),
k) i= Fk.p) = Flkec) and Qulkp) = [ (£(k.€)* de,
the sequence of distributions

{Si(k(x), pa)e + Qi(k(x), pa)z} asg »

s contained in a compact subset of ng’Q(R x Ry), fori=1,2 and for any c € R.

(1.2.16)
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In [116], these results followed by the application of the compensated compactness
theorem provides a convergent sequence of approximate solutions which converge to a weak

solution. Further, a discrete cell entropy inequality is derived for the scheme (1.2.14):

|Pj¥ —c| - §|Pj+1 —c| - §|Pj — |+ A (F(kjsr, plyy,¢) — Fkj, pf, )

(1.2.17)
= Asign(p ] = O)(f (1, ) — fUJy.)) 0,

J

for F'(k, p,c) := sgn(p—c)(f(k, p)—f(k,c)). Using (1.2.17), convergence of the approximate
solutions computed from (1.2.14) to the entropy solution (1.2.12) is established, thus

showing the existence of an entropy solution.

Despite the advancements in first-order numerical methods, rigorous analytical results
for second- and higher-order methods remain limited. Some progress in this direction can
be found in [12, 44, 153]. In particular, the convergence analysis of a class of second-order
schemes to a weak solution was studied in [44]. This analysis was later extended in [12]
to accommodate a broader class of numerical fluxes and to establish convergence to the
(A, B)-entropy solution. Nonetheless, these studies rely on an additional non-local limiter
algorithm to ensure that the scheme is FTVD (flux total variation diminishing). While
effective, the limiter algorithm introduces additional computational tasks compared to

conventional second-order schemes. This naturally leads to the question:

Q3. Is it possible to design a relatively simple scheme for (1.2.1), such as one based on

MUSCL-type spatial reconstruction, and establish its convergence to the entropy solution?

To the best of our knowledge, this remains an open question, as also noted in [44].

This constitutes another major problem addressed in this thesis.

1.3 Contributions of the thesis

Addressing the questions Q1, Q2, and Q3, this thesis proposes second-order numerical
schemes for classes of conservation laws with non-local and discontinuous fluxes, introduced
in Sections 1.1 and 1.2. A central focus is the derivation of rigorous analytical results that
establish the reliability of these schemes. The main contributions are presented in detail

in the following chapters, which are organized as follows.

Chapter 2: Second-order schemes for non-local traffic flow models.
For non-local conservation laws of the form Model 1, we construct a fully discrete second-
order scheme by combining a MUSCL-type spatial reconstruction with strong stability-
preserving Runge-Kutta time integration. To establish convergence, we derive several
key estimates for the scheme: a maximum principle, bounded variation bounds, and L!-

Lipschitz continuity in time. Applying these results within the framework of Kolmogorov’s
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compactness theorem yield a convergent subsequence of approximate solutions. The limit
is shown to be a weak solution using an explicit Lax—Wendroff-type argument adapted to
the non-local setting. As deriving a suitable discrete entropy inequality for second-order
schemes remains elusive, establishing entropy convergence is not straightforward. We
overcome this difficulty by introducing a mesh-dependent slope limiter that essentially
ensures convergence to the entropy solution through a sequence of carefully constructed
theorems and lemmas. We also propose a MUSCL-Hancock (MH)-type second-order
scheme that requires only a single intermediate reconstruction stage. However, a rigorous
convergence analysis for this scheme remains out of reach. Several numerical experiments
are presented to verify the theoretical results and to demonstrate the superior accuracy
of the second-order schemes over a first-order method. Among the second-order schemes,
the MH-type scheme demonstrates slightly better resolution and greater computational

efficiency, as expected from the inherent structure of the MH scheme.

Chapter 3: MUSCL-Hancock scheme for non-local conservation laws.
For the discretization of non-local conservation laws of the form Model 2, we develop a
single-stage MUSCL-Hancock-type second-order scheme. The MUSCL-Hancock (MH)
scheme is well known for its computational efficiency compared to other standard two-stage
second-order methods, such as the MUSCL-Runge-Kutta scheme. In the context of
non-local conservation laws, the main difficulty in designing a MH scheme arises from
the discretization of the convolution term. We address this by employing a piecewise
linear reconstruction of the discrete convolution, which is carefully constructed to preserve
second-order accuracy and to support a rigorous convergence analysis. To establish the
convergence of the proposed scheme, we derive several key estimates, including an L*>
bound, bounded variation estimates, and L!-Lipschitz continuity in time. These estimates,
along with the Kolmogorov’s compactness theorem, allow us to obtain the convergence of
a subsequence of approximate solutions to a weak solution. It is worth noting that, as
in the previous case, the lack of a suitable discrete entropy inequality for second-order
schemes makes proving convergence to the entropy solution particularly challenging. To
address this issue, we introduce a mesh-dependent modification of the minmod slope
limiter and prove convergence to the entropy solution via a sequence of suitably formulated
results. Additionally, we present numerical results to validate the theoretical findings.
These results illustrate that the proposed scheme significantly improves accuracy over
a first-order counterpart while also being computationally more efficient than standard

two-stage second-order schemes.

Chapter 4: Second-order scheme for multidimensional system of non-local
conservation laws.
In this study, we consider the general class (1.1.17) of non-local systems of conservation

laws in multiple space dimensions and propose a fully discrete second-order scheme by
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combining a MUSCL-type spatial reconstruction and a Runge-Kutta time integration. By
reformulating the scheme appropriately, we prove that the proposed scheme preserves the
positivity of all the unknowns, a critical property for ensuring the physical validity of
quantities like density, which must remain non-negative. Additionally, we establish that
the scheme is L>°-stable. Numerical experiments are conducted for two cases: a scalar
crowd dynamics model and a non-local Keyfitz-Kranzer system. The results illustrate
the superior performance of the second-order method compared to that of a first-order
implementation and confirm the theoretical analysis. The robustness of the scheme is
further tested numerically in the ‘singular limit problem’, showing that as the non-local
parameter tends to zero, the solutions converge to the local problem at a higher rate than

with a first-order method.

Chapter 5: A MUSCL-type central scheme for conservation laws with
discontinuous flux.
Focusing on the numerical discretization of of the general class (1.2) of scalar conservation
laws with discontinuous flux, we propose a second-order MUSCL-type central scheme
and present its convergence analysis. Since solutions to problems with discontinuous flux
generally do not belong to the space of bounded variation (BV), the singular mapping
technique is the commonly used approach to establish the convergence of numerical
schemes. However, since this framework demands the monotonicity of the scheme, this
is not applicable for MUSCL-type second-order schemes. To overcome this difficulty,
we employ the theory of compensated compactness to show the convergence. A major
component of our analysis involves deriving the maximum principle and showing the
ngz compactness of a sequence constructed from approximate solutions. The latter is
achieved through the derivation of several essential estimates on the approximate solutions,
including a cubic estimate. The compensated compactness theorem then guarantees the
existence of a subsequence that converges to a weak solution. Further, as a key novelty of
our approach, we show that the cubic estimate, which is significantly weaker than a BV
estimate, is sufficient to develop an entropy convergence framework for a class of schemes in
the predictor-corrector form. Within this framework, we establish that a mesh-dependent
correction in the slope limiter ensures the convergence of the proposed scheme to the

entropy solution.

Chapter 6: Conclusion.
We summarize the investigations carried out in this thesis and highlight the main contri-

butions.
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Second-order schemes for non-local

traffic flow models

In this chapter, we focus on traffic flow models governed by non-local conservation laws
(referred to as Model 1 in Chapter 1, Section 1.1), originally introduced in [34] and
subsequently studied in [52, 55, 56, 89, 97|. These models capture driver behavior by
incorporating the influence of surrounding vehicle density and have been the subject of
extensive investigation in recent years. The primary objective of this chapter is to develop
a second-order numerical scheme for the one-dimensional non-local traffic low model
considered in [53, 88, 89|, and to establish its convergence through theoretical analysis.
As discussed in Chapter 1, Section 1.1, second- or higher-order methods are essential for
achieving improved accuracy and computational efficiency in the numerical approximation
of solutions. In this direction, several works have been proposed for non-local traffic flow
models: the authors in [57, 97] have developed second-order schemes, while others as
in [48, 88| have proposed and compared high-order discontinuous Galerkin and central
WENO methods. Despite these advancements, rigorous convergence results for second- or
higher-order methods remain unavailable. This chapter aims to contribute in this direction

by providing the convergence analysis of a second-order scheme.

To derive a second-order scheme, we employ a MUSCL-type spatial reconstruction [162]
along with a strong stability preserving Runge-Kutta time stepping method [103, 104]. Such

schemes are commonly used to discretize local conservation laws, for a detailed description
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we refer to [103, 151]. In [57], a second-order scheme of this type was presented for non-local
multi-class traffic low problems, showing its positivity preserving property analytically
and through numerical examples. In this chapter, our focus is on the convergence analysis
of this second-order scheme which we denote by RK-2. To obtain the convergence results,
we also utilize a suitable numerical integration rule for approximating the convolution
term. The convergence analysis involves two main stages. In the first stage, we aim to
show that the proposed scheme converges to a weak solution. This is achieved by deriving
a sequence of results that establish L>° estimates, Lipschitz continuity property in time
and total variation (TV) bounds on the family of approximate solutions. We then use a
version of the Kolmogorov’s theorem to extract a subsequence that converges to a weak
solution. Through the classical Lax-Wendroff type argument [128] we show that the limit
of the convergent sequence is a weak solution of the given problem. Importantly, in a
specific case (where g(p) = p, as we see later), weak solutions are already unique and an
entropy condition is not necessary, see [119]. In the second stage, for the more general case,
building on the ideas presented in [167]|, we employ a space-step dependent slope limiter
(see [12, 165]) to establish the convergence to the entropy solution. Furthermore, we also
consider a different type of non-local traffic-flow model, referred to as the downstream
velocity model, proposed in [89]. We note that the convergence analysis presented in this

chapter is applicable to this model as well.

In addition to this, we propose a MUSCL-Hancock type second-order scheme for the
non-local problems of [53, 88, 89]. We denote this scheme by MH. The MUSCL-Hancock
scheme, initially introduced in [163] and subsequently explored in [31, 164], is widely
recognized for its simplicity and accurate shock capturing capabilities. In our work, we
have tailored this approach to create a second-order scheme through appropriate numerical
integration of the non-local flux term. Our analysis shows that the MH scheme provides
a solution that is comparable to that of RK-2, while requiring only one stage of spatial
reconstruction. This characteristic would save computational time, particularly when
dealing with two-dimensional problems. However, the convergence analysis of this scheme

applied to the traffic flow model described in Model 1 is deferred to future work.

The rest of the chapter is organized as follows: Section 2.1 describes the mean-
downstream density traffic flow problem and discusses the notion of weak and entropy
solutions of the underlying problem. Next, in Section 2.2, we present a second-order
scheme that combines a MUSCL-type spatial reconstruction and Runge-Kutta time
stepping to solve the underlying problem numerically. Further, we demonstrate that the
approximate solutions obtained using this scheme possess desirable properties such as
the maximum principle, a BV estimate, and L!-Lipschitz continuity in time. In Section
2.3, we prove the existence of a subsequence which converges to a weak solution of the

given problem. In Section 2.4, we establish the convergence of the scheme to the entropy
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solution. In Section 2.5, we propose a MUSCL-Hancock type second-order accurate
scheme for the approximation of non-local traffic low problems. Finally, in Section
2.6, we provide numerical experiments to illustrate the performance of the second-order
schemes in comparison to a first-order scheme. We conclude with our final remarks in
Section 2.7. Appendix A.1 contains the proof of Kolmogorov’s theorem adapted to our
context; Appendix A.2 provides a description of the mean downstream velocity model;
and Appendix A.3 presents supporting results used in proving convergence to the entropy

solution.

2.1 Mean downstream density traffic flow model

We consider the following initial value problem for the non-local conservation law, originally

proposed in [34, 53]:

0up + 0 (9(p)vl(p ¥ wy)) =0, x € R, L€ (0.T],

p(0,2) = po(x), xER, 24

which describes the evolution of the vehicle density p(¢, x). Here, g and the velocity v are
given functions of the density such that the map p — g(p)v(p) is the corresponding local
conservation law flux. The function w,, is a convolution kernel with compact support in

[0, 7] for some 1 > 0. The convolution term p * w, is defined as

p*wy,(t,x) = /:v+77 p(t,y)w,(y — z) dy. (2.1.2)

We denote R, = [0,4+00) and make the hypotheses on the functions v, ¢ and w, as
follows: v € C*(I;R,) with v < 0,9 € CY([;R}) with ¢ > 0, w, € CY([0,7];R})
with w; <0, fon wy(z)dr = 1, where I = [0, pmax] € Ry, pmax > 0. Further, we assume
po € BV(R; [0, pmax]). Through the convolution of the density profile p with the kernel w,,
the non-local flux function denoted by f(t,z, p) :== g(p)v(p * w,) takes into account the
reaction of drivers to the neighbouring density of vehicles. In the case of traffic flow, the
assessment of surrounding density generally happens only in the downstream direction by
looking ahead, giving greater importance to closer vehicles. In this context, at a given time
t, the velocity of cars at the point x has to be thought of as a function of not just the density
p(t,x) but of a weighted mean of the density in a right neighbourhood of z. This leads to
the mean downstream density term p * w,, as a convolution with a non-increasing kernel
function w,, in the domain [z, z + 1] (see [34]). Through this mechanism, the non-local
conservation law model turns to be suitable for describing traffic flow in a congested or
heterogeneous road network. In general, the solutions of (2.1.1) need not be smooth,

necessitating the definition of a weak solution given in the following lines.
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Definition 2.1.1. (Weak solution) A function p € (L*NLY)([0,7) x R;R), T'> 0, is a
weak solution of (2.1.1) if

“+oo

+o0
/0 /_ (pBrp + g(p)v(p * wy)Opp) (t, ) dz dt + / po()p(0,2)dr =0  (2.1.3)

—00

for all ¢ € CL([0,T) x R;R).

Further, we consider the following definition of entropy solution of (2.1.1) given in
[53, 89].

Definition 2.1.2. (Entropy solution) A function p € (L* NLY)([0,T) x R;R), T' > 0, is

an entropy weak solution of (2.1.1) if

+oo
/ [ (1o = rlowe+ sento = ) (a(p) = ) o(p + w0
+oo
—sgn(p — K)g()0'(p 4 0,)0,(p ) (t2) dodt + [ Jon(a) = lp(0,)do > 0
(2.1.4)
for all p € CL([0,T) x R;R,) and x € I = [0, pmax), Where sgn is the sign function.

Note that, with this definition, uniqueness of entropy solutions of problem (2.1.1)
follows from Theorem 2.1 of [53].

Remark 2.1.3. In a recent paper by Friedrich et al. [89], a new non-local conservation
law model for describing traffic flow, known as the mean downstream velocity model, was
introduced and studied. This model posits that drivers adjust their velocity based on the
average velocity of vehicles in their vicinity. In our study, we will primarily examine the
mean downstream density model, but it is worth noting that all of the results we present
can be extended to the downstream velocity model as well. Additional information on this

point can be found in Appendix A.2.

2.2 Second-order numerical scheme

To begin with, we discretize the spatial domain using a uniform mesh of size Ax, ensuring
that the length of the convolution kernel’s support n = NAxz for some N € N. The
spatial domain can then be represented as a union of cells, given by [xj_%,xj +%], where
Tip1—T; 1= Az for all j € Z. The time domain is discretized with grid points t" = nAt,
where At is a time step which is chosen according to a CFL condition that will be specified
later. Also, the ratio A = £t is kept as a constant. Finally, we denote w = w,(kAx) for

k=20,---,N and note the followmg properties
v>wrforallk=1,--- N (2.2.1)
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and

N-1
Az wf < wINAz = wln. (2.2.2)
k=0

Moving on to the numerical scheme, given the cell-average solution p;(t) at time ¢, we

proceed with reconstructing a piecewise polynomial denoted as p;(¢, x) which is given by

(x — )

pi(t,x) = p;(t) + AL o,(t) for x € (x];%,a:j%), Jj €. (2.2.3)

Here,

o3(6) = minmod (o6 = pr-1(0), 3ps0a(8) = s O 1) = (0)) T €2
(2.2.4)

represent the slopes obtained using the minmod limiter, where the minmod function is
defined as

sgn(ay) min {|ax|}, ifsgn(ay) = =sgn(an),
minmod(ay, - -+ , ay,) = 1<k<m (2.2.5)
0, otherwise.
(1)

At each interface z;, 1, the terms pﬂ%ﬁ(t) = p;(t) +

oj41(1)

5 and ijr%,Jr(t) = pjm(t) —

denote the left and right values of the reconstructed linear polynomial p(¢, x).
With a finite volume integration, a spatially second-order semi-discrete scheme is obtained
as

dp;(t) fiw1 () = fi1(t) 1 [%+3

__Jits 3 ) — -
e N . p(0) Af/x, po(x)dz for j € Z, (2.2.6)

(S

where [, 1 is the numerical flux. An immediate choice of the numerical flux is the Lax-
Friedrich flux [34, 53]. However, we deal with a more accurate Godunov-type flux proposed

in [89], given as
Fi1® =3 (P03 ) Viey (). G €Z

where V}Jr%(t) = U(RjJr%(t)) and R;,1(t) denotes the approximation of the convolution
term R(t,z) := p * w,(t,x) at the interface ;1. The terms Rj+%(t) are computed using

the trapezoidal rule as

=

Az .
Rj 1 (t) = —- <pj+k+%7+(t)wf7 + pj+k+g,—(t)w5+l> , JELZL. (2.2.7)
0

B
Il
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Finally, to obtain a second-order fully-discrete scheme, we evolve the semi-discrete formu-
lation (2.2.6) in time using the strong stability preserving (SSP) Runge-Kutta method (as
in [103, 151]). The resulting scheme is written as

1 n 7 n " "
P =t — A (g(pj%,_)‘/j% — 9Py, —Wj—%) ’

2 1 1 1 1
P =i =\ (g(pgﬁ%,_)vji)% - g(pg-_)% i ) : (2.2.8)

pj+1—§(pj+p§)>, jeL.
The second-order scheme (2.2.8) can also be written in the conservative form as
nt+l _ n n n
Py =pi — )\(Fj+% — Fj_%), (2.2.9)

where Fjrjr% = % (9(0;;%7_) ;i; (p;%:%’f)‘/]&)) ,J € Z. We denote the corresponding
approximate solution as pa.(t,x) == pj for (t,z) € [t", t"*1) x (:c];;,xﬁ;] and p},(z) :=
paz(t”, x) Also, deﬁne p(Al)m(t,a:) = p ) for (t,z) € [t", ") x (z;_ 1, T4 1] and [ = 1,2.
Here, pJ ) and p] are taken to be the values computed from p} for all j € Z, when
(t.2) € [17,67%1) X (5;_y.2;,].

Remark 2.2.1. The linear reconstruction procedure (2.2.3) possesses the following properties
which play an important role in the convergence analysis:

(i) The interface values have the property

it () pip1 (1) € [min{p;(t), pjsa(t) . max{p;(t). pa () }], JE€Z.  (22.10)

(ii) The functions p and p defined as p(t, z) = p;(t), p(t,z) = p;(t,z), x € (v;_1 1,1 1),j €
Z satisty the following equality (see Lemma 3.1, Chapter 4, [100]) on the total variation
(TV):

TV((t, ) = TV (p(t.)) = 3l () — py(8)] (2.2.11)

JEZ

(iii) The slopes {aj(t)}jez satisfy

|041(8) — 05 ()] < |pj+a(t) — ps(8)],  for all j € Z. (2.2.12)

Remark 2.2.2. To ensure non-negative velocity terms, we require that the convolution terms
R (t) in (2.2.7) fall within the range [0, pmax]. In cases where the trapezoidal quadrature

rule used to compute ;1 (t) in (2.2.7) is not exact for the given kernel function, i.e.,

% Z,ﬁ:o <w + w“l) # 1, we adopt the same approach as in [88|. In this context, we

z 3

define Qa, 1= &% (w + wk+1> and replace w}’ by
0

i

w.

QA:L’
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so that

N—

=

% (d},’j + u?’;“) =1.
k=0
This allows us to write the term R, +%(t) in (2.2.7) as a convex combination of the density
values pj+k+%’+(t) and pj+k+%’_(t), where £ =0,1,..., N — 1. As a result, the convolution
terms fall in the desired range provided the density values can be made to lie within
the range [0, pmax), which we will see later. Consequently, the velocity terms remain non-
negative. Moreover, replacing the terms w’; by ﬁ),’; does not affect the order of accuracy of
the approximation as we have Qa, ~ 1. In addition, let us observe that, the modified terms
@ij also preserve the non-increasing property of wf]. With these observations, henceforth,

in our convergence analysis of the RK-2 scheme (2.2.8), we replace w’; by u?];, while still

k

denoting it as wy,.

2.2.1 Maximum principle

We establish that the approximate solution constructed using the scheme (2.2.8) satisfies
the maximum principle. Initially, we examine the first-order forward Euler time stepping
involved in the RK-2 scheme (2.2.8). Subsequently, we demonstrate the maximum principle

for the RK-2 scheme (2.2.8). Now, we have the following lemma.

Lemma 2.2.3. Let p} € [pm, pu] € [0, pmax) for all j € Z. Assume that the CFL condition

At < 1
Az = 29l BEwl /
ol 52w + vlllig)

(2.2.13)

holds. Then the approximate solution obtained using the first-order Fuler forward time

step

ot = o = Mgt Vi = alo s V) (22.14)

satisfies pm < i < par for all j € 7.

Proof. Using the mean value theorem we write

=ov(R"

i-3  its =%

)= u(R2,,) = =V (G) (R, — Riy), (2.2.15)

j+35

for some (; € Z (R;‘_ 1, R;? 1 ). The difference of convolution terms reads as
2 2

Rj+% - Rj—%
Az, " (2.2.16)
9 <w77(pj+k+%,+ - pj+k—§,+) +wy, (pj+k+%,f - pj+k+%,f)> :
k=0
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Using summation by parts yields

As N-1
n n _ N-1_n _ .0 n n k-1 _ 'k
Rin—Rj 1= 5 \ W Pien-ia T WnPi1g Tt Z Pivr—y 1 (wy wy)
h—1

Az =
N n .l on n k) k+1
+—2 Wy PNyl T WPt E kaJr%ﬁ(wn w, ) |-
k=1

Upon substituting the expression (2.2.17) into (2.2.15) and considering the assumptions
that w, is non-increasing, w, > 0 and v" < 0 as well as the property (2.2.10) of the

reconstructed values, it follows that

N-1
" n Ax
Vj-;—m;s—v’@?( o =iy o X f:l—“’”)

k=1
Ax "
U/(Cj)7 (wéVpM — w717pj+ + pm Z k+1 )

PPRNVAY VRN 0 n 0 N-1 —
—(G) <wn PM = WyPy 1 T pM(wn W )>

IN

!/ Ax n
v (Cj)T (wéVPM - w%[)ﬂ + py(w,, — w, >
Ax "
()5 (whloas = Py )+ whlons = plis )

Subsequently, we get that V" , — V7, < [V'[| Azwy) prmax. With a similar argument, we
2 2

can show that

Ax n
Vi = Vi 2 =05 (uhon = ) Fublon—0ls ), (2:219)
which yields V", — VI, > —[|v'[| Azw) prax. Consequently, we have
2 2
Vi = Vil < 19188 (2:220)
Multiplying the inequality in (2.2.18) with g(pys) and subtracting g(,O;LJrl _)V;.’il, we get
27 2

Vitig(par) = Viig(piya )
< ol NS (wlons — 73y )+ whlons — 24y )
+ V7 (glo) = 9le71 ) (2221)
< ol 152 (won — iy )+ whlons — oy )
+ ol oar = 74 )

Given that the CFL condition (2.2.13) holds, the observation p} = %(p]" Lo L)
together with the monotonicity of g and the estimate (2.2.21) lead to the following estlmate:

Pt = p A (Vj’i%g(p?_%,_) - Vfi%g(”ﬁé,—))
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<pi+A (V 19(PM) Vﬂéﬂﬂﬁl _))

27
(P 00 ) A
]_*7“!‘ ‘7+*7_ z U v
< I N gl 155 (s = 01 )+ whloar = iy )

+ Aol Goar = p}11 )

[ Piosa
=|{ +AHgHHvH—w (oar = P ,)

pn
J ’ "
+< ;—M@ﬂ%W—w+WWMymj&gJ>

Pi_i. PM P Pivi_  PM =Py
< ( i LA d 2’+> + ( i > = pur- (2.2.22)

Similarly, using (2.2.19) we can see that the following inequality holds

Az
n n n / 0 n
Vi s9(om) = Vis g0l ) 2 gl 5 (whlom = 05y )+ whom = oy )
g om = £y )

Using this inequality, in the same line of argument as in (2.2.22) we get the lower bound
p;‘“ > pm, provided the CFL condition (2.2.13) holds. This concludes the proof of the

lemma. O

Theorem 2.2.4. Let p9 € [pm, pu] C [0, pmax] for all j € Z. Assume that the CFL
condition (2.2.13) holds. Then for all n € N the approzimate solution obtained using the

second-order scheme (2.2.8) satisfies

pm <Py < pu forall j€Z. (2.2.23)

Proof. Proof of this theorem uses the principle of mathematical induction. The base
case n = 0 is trivially satisfied. For the inductive step, we assume that the inequality
(2.2.23) holds for n € N, and show that it also holds for n + 1. We use Lemma 2.2.3
to show that the first and second stages of the second-order scheme (2.2.8) also satisfy
the maximum principle. First, we apply the Euler forward step to p} to obtain p( ) By

Lemma 2.2.3, we have p,, < p(

j ) < py for all j € Z. Next, we apply the Euler forward
1) 2

( (1)

step to p;’ to obtain p] . Agam, by Lemma 2.2.3, we have pm) < p§2) < py/, Where
pgw) = SUD,cz p] ) and pm = infeg ,05 ), Finally, as p?“ = (,0] + p] ) the result holds
true for the case n 4 1. This completes the proof of the theorem. O

Remark 2.2.5. As a consequence of Theorem 2.2.4, it follows that the second-order scheme
(2.2.8) is positivity preserving, in the sense that when the initial datum is positive then
the approximate solution remains positive with evolution in time. Further, provided that

the initial datum pg is positive, by using the conservative form (2.2.9) and the positivity
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property, it is immediate to see that the approximate solutions pa, obtained using the

scheme (2.2.8) satisfies the following

lpax(t; )@y = 1paz(0,)llLr®) = llpollLiw), for all £ > 0.

2.2.2 Total variation estimate

We derive an estimate on the total variation of the approximate solutions obtained through
the second-order scheme (2.2.8), when applied to the problem (2.1.1). This is done by
initially examining the Euler forward step (2.2.14) and subsequently extending to the

second-order scheme.

Lemma 2.2.6. If pi, € BV(R; [0, pmay]) and the CFL condition (2.2.13) holds, then pxt!

computed using the Euler forward step (2.2.14) has the space total variation estimate
Dol = o < (L CAY Y ot — A, (2.2.24)
JEZ JEZ

where C' = wy punasc [V 19 l] + L0pamasc (wi) 1" [[[lgllm + 3wplg |-

Proof. Let pn+1 be computed through (2.2.14). We proceed by subtracting and adding

the term /\(V;.’i%g(pﬁ%’_) + Vj"_%g(plré_)) to the difference p?jfll p;z+1 By using the

observation p} = %(P;L,; L+ p;L 1 ) and rearranging the terms, we obtain:
27 27
n+1 n+1
ijrl - p_]

= (P = P) = A :Vﬁg (9(efs ) = 9(pfis )
=V (9(efa ) —9(efs ) +a(pf (Vs =2V + Vs )]

= (1 = P) = A Vs g 050, ) (0 s - — P ) (2.2.25)
Vg O ) (s =0 ) gl (Vi =2V + V)|

— 3y = )+ g~y (5 46

+ )\Vﬂ%g/(ej,—)@?%,_ - p?_a_) - /\Q(P?Jr%,_)(vjig - QVJZ% + an_é),

LU SIS

where 0; _ € I(P?,%,,a p?%ﬁ). We can write

s =2V + V]
= (Vs = Vi) — <vz%—v;:%>
= (G (By s = R} y) = (G) (RS — R ) (2:2.:26)
= (V'(G41) = V() (R, )+ @( s — 2RI, + R )
= 0" () (G — >(R"3—R" 1) H V(G (R — 2R, + BTy,
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where (; € I(R:L_;>R?+1) and CH% € Z((i, Gir1). By inserting the identity (2.2.26) into
2 2

the expression (2.2.25), applying the CFL condition (2.2.13) and taking the modulus, it
follows that

= o1 < AL+ 18T (= AV ) + MV (G IAY
+A9(07 s (GG = IR, s — BY | (2.2.27)
+Ag(p?+% I'(G) |‘R;L+% — R;L+% + R
where A;L n

4= p;LJr R A Rearranging the terms of the expression (2.2.17) obtained
27 2
through summation by parts, we can write

Rl ~2R', +R',
= (R — R0 — (R, — Ry y)
Ax N—-1 n 0/ n n
9 (wn (pj-&-N-&-%,—i- - pj-&-N—%,—l-) - wn(pj+§,+ - pg—§,+)

n n k—1 k
- Z(pj+k+%,+ - pj+kf%,+)(w77 -w )>
k=1

n
AT N, n
+ (wn (ijrNJr%,f

(2.2.28)

- p;'l+N+%,f) o w},(p?Jr% - p_’;:’%,*)

O g~ ey ) - w'f“>)-
Since (; € Z(R"

G =G =aRl s+ (1-a)R) = R} — (1= F)R]

i3
- a% ]:z:%l(p?+k+2,+ wy + py+k+§’—w’k73+1>
+(1- OJ)% N_l(pg+k+ S+ Pivkss s )
k=0
- 5% ]:Z_Ol(pﬁ“ +Wn , t p3+k+3 *wff“)
R ST
k=0
= a% g(pn+k+ o+ n L] k43, —wk)
+(1- 0‘)% NZ_:I(/)?JrkJr 4+ + pa+k+ —wsﬂ)
k=0
- 5% ]:z:_;(p;rm +Wn ) T Pihed, ~wy™)
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N-2

Ax n
- (1= 5)7 Z (py+k+ +W wy ™+ Pkt _wy )
k=—1
Ax
= 7(91 + Qy),

where

Zp]+k+2,+( +(1—a)w —Bw — (1 - Bw 71';4—1)

Y ey (o + (1 a)ult = bt — (1= k).

< ::O‘(pHN 14 " +p]+N+ _wy +pg+N+ + wy’ +py+N+2 —wvjvv)
+(1-a) <p+ +w77+p]+3 _w, PN W ) +pj+N+2 wN>
_5< Pipl W +py+3 _wy +ngrN—— sy +IOJJFNJF : wN>
—(1-5) (p;.‘_%#wn—irp;‘% w, nt P n+pg+2, 2)'

As the function w,, is non-increasing, wf; > w’;“ for each £k =0,..., N — 1 and it follows
that

k-1 K k k1
aw, ™ + (1 = a)wy — fw, — (1 = Bw, ™ > 0. (2.2.29)

Now using (2.2.29), property (2.2.1) and property (2.2.10) of the linear reconstruction, we
have the following bound

N— 2

‘Qll < Pmax [ 1 — CY)/IU — ﬂw _ (1 _ 6)w7’§+1>
k=1

" @w-+1—amW* &ﬁ“—w1_mwﬁﬁ]
=1

g%wﬁmﬁ+u—ﬁm;wwﬁ”—ﬂ—ﬁmfﬂ
(g + (1= Aol - 0w = (1= )

< 4w prnax.-

In a similar way, using property (2.2.1) and since 0 < a, f < 1, we obtain the following
bound for @),

‘QZl S 16w2pmax~

Thus, we have

Az
G — Gl < 7(!Q1| +1Qsl) < 10AZW]) prnax. (2.2.30)
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Now, from (2.2.27) we write

1
Z|p?j-rll - P;‘l+1| < 52 +| + Z|A]+1— ( >\V+39 (Cg+1—)>

JEZL JEZL JEZL

YAV (G 1A

JEZ

£ 3 M Gl — GIRE s = B2

jEz

+2_ Mo Piea MW (GRS, s — 2R7, + By

JEZ

<A+ Ay + As + Ay,

where

1 AT n n
_§Z‘Ajv+" As _Z‘AJ+1— ( +)‘(V 1 _V CJ+1)

JEZ JEZ
n " ASB k - 1 1’ k+1

Az = Z /\Q(Pﬂ%,,)h’ (Cj-{—%)HCj-i-l = Gl Z |A3+k+1 + Z |A]+k+2—| ,

jez k=0 k=0

x N-1

Ay *ZAQ (G| =- < AR VTR S T VAN +Z|A]+k+< o —w,’j))

JEZ k=1

Az w — An k k+1

+7 |A LNt | Tw |Ag+1 | + ZlAj—Hc—H, [(wy —wy ™) |-
k=1

Note that A5 is obtained by shifting the index and grouping the second and third terms in
(2.2.27), As is obtained using (2.2.16) and A4 using (2.2.28). The property (2.2.11) of the
reconstruction reads as » j€Z|A;{ 4| < TV(pX,). Consequently, using the estimate (2.2.20)
the following bound holds

1
Aol < (5 + At o) gl ma ) TV ().

Further, using the estimate (2.2.30), property (2.2.11) and using the fact that 0 <

N-1 k 0 — )0 ;
r—o Arwy < wy NAz = wyn, we obtain

[As] < 10pmax Atl|g[[[v"[| (wy) 1TV (PA,)-

By using property (2.2.11) and observing that 0 < S kTt —wk) = w) — Wl <
wg and 0 < Zk:l( wy wf;“) = wn - wév < w}] < wn, we have the bound |Ay| <

3||gllllv" lw) TV (p4,). Finally, we can write

> o = oyt

JEZ

< TV (o) (1+ At () omacl V119’ |+ 10pmax ()2l gl + 3w gl 1']]))
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Hence we obtain the desired bound on the total variation as
TV(pxi") < (14 CAHTV(pR,),

where C' = W) pmax|[V'[[[| 9’| + 10pmax (wy)*[[0" lglln + 3wyllgl[[v']]-

Theorem 2.2.7. (BV estimate in space) Let the initial data py € BV (R; [0, pmax]) and
the CFL condition (2.2.13) holds. Then for every T > 0 the approximate solution pa,

obtained using the second-order scheme (2.2.8) satisfies the space total variation estimate

TV (pas(T,-)) < exp(2TC)TV (po),

where C' = Wy prmax |V 19/ [] + 10pmax (wi) 1" [[l|glln + 3willgll[[v']]-

Proof. Let {p}*'};cz be calculated using the second-order scheme (2.2.8). We can write

7 7 2
V(o) = Y leit - +1|_2<2|pj+1 o1+ 1o = )

JEZ JEZ

Applying Lemma 2.2.6 on the two Euler forward steps in (2.2.8) we get the following

bound,

2 2 1 1 n n
I = o < (L Can Y I = oV < (L4 Can®y ot — ol

JEZ JEZL JEZ
Therefore,
i |
TV (prt!) < §<Z|pg+1 P+ (L4 CALS |pt ey — |)
JEZ JEZ
< (14+CA* Y |51 — 1)
JEZ
< (14 CAPI N 0 — g
JEZ

< exp(ZAt(n + l)C’)TV(po) < exp(2TC)TV(po),

whenever (n + 1)At < T. Thus we have TV (pa.(T,-)) < exp(2T'C)TV(py).

2.2.3 Ll Lipschitz continuity in time

Lemma 2.2.8. Let pk, € BV(R; [0, pmax]) be the piecewise constant function given by

PAL(T) = p} forx € (:Ej_%,xjJr L. If Pt is computed using the Euler forward step (2.2.14)

with the CFL condition (2.2.13), then the following estimate holds
ot = pialluae) < At( gl lwhn + o' lllo]) TV (5,
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Proof. From (2.2.14) we write

n+41 n n+41 n| __ n n
PR — PAsllLir) A$Z|p = pf] —Atzwj,% —FH%L

JEZ JEZ

where F}+% = g(p}‘%’i)vj’i%. Subtracting and adding g(p;%ﬁwj@% to the term F’Ti%

Fj?"jrl and using the mean value theorem, we deduce that
2

= )g(p?_%,_)(‘/ji% Vi) + 900y ) =91 )V

= ’—U/(Cﬁg(/)ﬁ%,_)(]%?% - R?_%) + g/(ejﬁ)(/)?_%’_ - ?%7_)‘/;-1%
ZkQJN—I
I e S (e A TR e VPP )
k=0

+lg'Mvllel_s - = Py L,

for (; € I(R;L%,R’jﬂr%) and 0, € Z(p"

1P ). Further, invoking the properties
27
(2.2.11) and (2.2.2) yields

1
2

lPAs" = PAelliim)

= ALY |Fry — F

JEZ 2 2

Ap VL

k k 1
< At HQHHUIHT Z (wn Z|p?+k+§,+ - p?+k—%,+ ’ Z’pﬁkﬂﬁ - ]+k’+27—‘>
k=0 jez jEz
g Mol D le5 s~ = o |

JEZ

< At (lglllvI TV (Pa, )unN Az + |9 [[[[v| TV (pa,))
= At ([lgllllv'llwyn + 119 [1v]]) TV (pA,)-

O

Theorem 2.2.9. (L'- Lipschitz continuity in time) Let pg € BV(R; [0, pmax]) and the CFL
condition (2.2.13) holds. Then the approzimate solution constructed using the second-order
scheme (2.2.8) is an L'- Lipschitz continuous function of time, i.e, for any T > 0, there

exists a constant Kkt such that

paz(t, ) = paz(s, )liw) < kr(|t —s| +At) fort,se[0,T]. (2.2.33)

Proof. For the second-order scheme (2.2.8), we see that

n (2)
n n p"+’p‘ n Z&I
It = ol = A ST =l = SES 0 — (2.2.34)

JEZ JEZ
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Upon subtracting and adding p§-1) to the term p(?)

with Lemma 2.2.6 and subsequently using Theorem 2.2.7, it follows from (2.2.34) that

— pj, employing Lemma 2.2.8 together

||p”+1 — PrellLie
2 1 1 n
(ZV)( DI —ij>
JEZL JEZ

At n / / n / /
< - (TV(pAz(t ) (gl llwnn + g w1 + TV (P, ) (gl lwyn + llg HHUH))

gl + 9110l (1 + CAOTV (63,) + TV (54.))
gl -+ g DTV (63.) (2-+ €t

t(llgllllv'llwyn + g Illvlexp(2TCYTV (po) (1 + ON)

VAN
|l>w||>w

l>w

provided that the CFL condition (2.2.13) holds. Furthermore, we can write

0%, — PRalli®) < loRe — PRy Hiwy + -+ loAL — Prelli @)
S Atl%T —+ -4 Atl%T = liT|7’L — m|At,

with &z = ([lg]l[|v’[[wdn + [lg'l[[v]]) exp(2TC)TV (po) (1 + %C) and for m,n € Nym > n
with mAt < T and nAt < T. Thus we can conclude that for sufficiently small At,

1PAe = PR NILr@®) < Frln —m|At (2.2.35)
for n,m € N with nAt < T and mAt < T, where
kr = (lgllllv'[lhwgn + g'llllv]]) exp(2TC)TV (po) (1 + C).

Now, for t,s € [0,T], let n,m be such that ¢ € [t",t"™') and s € [t™,t™"!). Since
|n —m|At < |t — s| + At, from (2.2.35) it follows that

P2zt ) = paz(s,-)lLiw) < kr(|t — s| + At) for t,s € [0,T]. (2.2.36)

O

2.3 Convergence to a weak solution

The results in Theorems 2.2.4, 2.2.7 and 2.2.9 allow us to use the Kolmogorov’s theorem
(as described in Theorem A.8 of [108]) to extract a convergence subsequence of approx-
imate solutions obtained using the second-order scheme (2.2.8). We have adapted the
Kolmogorov’s theorem to fit our specific context. For the sake of completeness, we state
the modified theorem here and the proof is given in the Appendix A.1. Further, we use a

Lax-Wendroff type argument to show that the limit is a weak solution.
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Theorem 2.3.1. Let ug : [0,+00) x R — R be a family of functions such that for each

positive T,
|ug(t, )| < pr (2.3.1)

for (t,x) € [0,T) x R and a constant ur independent of . Assume in addition for all
compact set B C R and for t € [0,T] that

sup [ Juclt,o +0) = ue(t, )| do < v, (2.3.2)
B

I<I<I

for a modulus of continuity vE . Furthermore, assume for s and t in [0,T] that

/B’U§<t,f]§') —ue(s,z)|dz < wR (|t — s|) + O(&), (2.3.3)

as & — 0 for some modulus of continuity w®. Then there exists a sequence § — 0 such

that for each t € [0,T] the sequence {ug,(t,-)} converges to a function u(t,-) in L (R).
Furthermore, the convergence is in C([0,T]; L _(R)).

loc

Now, in the following theorem we establish the convergence of a subsequence of the

approximate solutions to a weak solution of the problem (2.1.1).

Theorem 2.3.2. (Convergence to a weak solution) Let py € BV (R; [0, pmax]) and let pay
be the approximate solution obtained using the second-order scheme (2.2.8) under the
CFL condition (2.2.13). Then corresponding to any sequence Axy — 0, there exists a
subsequence, still denoted by Axy,, such that pa,, converges in C([0,T]; Li.(R)) to a weak
solution of (2.1.1).

Proof. Firstly, the existence of a convergent subsequence is proven by using the Kol-

mogorov’s theorem 2.3.1 invoking the estimates derived in Theorems 2.2.4, 2.2.7 and 2.2.9

given by
o2zl < llpoll; (2.3.4)
TV (paz(t,*)) < exp(2TC)TV(py) for t € [0,T] (2.3.5)
and
lpae(t, ) = pas(s, )@ < rr(t —s| + At) for t,s € [0,T), (2.3.6)

respecitvely. Under the CFL conditon (2.2.13), the family {pa.} obtained from the second-
order scheme (2.2.8) satisfies (2.3.1) with puy = ||po||. By Lemma A.1 of [108], the total
variation bound (2.3.5) ensures that the family satisfies (2.3.2) with v2 = exp(2T°C)TV (py).
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Additionally, using (2.3.6), we observe that the family {pa,} satisfies (2.3.3) with w® = k7.
Now by Theorem 2.3.1, corresponding to any sequence Axy — 0, there exists a subsequence,
still denoted by Ay, such that pa,, converges to a function p in C([0,7T];LL (R)) and
consequently in Li _([0,7) x R).

Our next step is to show that the limit p is a weak solution of (2.1.1). Typically, we
will use a Lax-Wendroff type argument [128|, with certain modifications to deal with the
numerical flux which also depends on Az. Denote the convergent subsequence obtained
above by paz. Let ¢ € CL([0,T) x R). Let T}, be such that 0 < T, < T and ¢(¢t,z) =0
for t > T, and let ny be such that T, € (npAt, (np 4+ 1)At]. Multiplying the conservative
form (2.2.9) by (", z;) and summing over n and j yields

DD etz = o)) = —AZZsO (Y = FiLy).

n=0 jeZ n=0 jeZ

Further, summing by parts we get

> (0,2)0 +ZZ( (", 90(15"756;-)),0?“

JEZ n=0 jez
nr
AT (e wi) — ol 1)) = 0.
n=0 j€Z

Now, multiplying the above expression by Ax we see that
Pi+Pa+ Py =0, (2.3.7)

where we define the terms

nr n+l ..\ _ n ..
Py = Axng(O,xj)pg, Py = AtA:EZZ (P, ;) — it ’xj))pﬂ+17

J
JEZ n=0 j€ez At
- (@(tna xj-l-l) — 90<tn7 x]))
Py i=AtAz> Y F', :
n=0 jE€Z e Az

We can also write

“+oo
P+ Py = / pr(O,I)QDAx(O,fE) dz
. X (2.3.8)

+oo
+ / / pAI(t + Ata x)atSDAx(ta .2?) dz dta
t=0 J —oo

where

@AI<07:C) = @(071.]) for x € ( j 17xj+ ]
Opas(t,x) = @y(t,z;) fort e [t" "),z € (x,_ 1, %, 1] for some te (", t").
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By the dominated convergence theorem it follows that

—+00

T 400
Alimo<P1 +P) = / p(0,2)¢(0,z) dx + / / p(t, ) (t, x) dz dt.
T t=0 J —o0

—00

We define R} = Aazzk o wnpj—l-k’ R. = szk ~Lakp J+k’ V= u(RY) and‘/;(l) _
k
w A .
U(R(l))7 where w,’; = 2 and Qa, = Axan. Note that Qa, ~ [ w,(y)dy = 1.
Az _
S
Further, there exists a constant L > 0 such that ‘—QAA ‘ < LAz for sufficiently small

Azx. Here we use the modified weights u?k to ensure that R} and R;l) fall in the range
[0, pmax)- By adding and subtracting QAt( P}V + g(pj )V(1 ) (™, zj51) — (t", 7))
into the term Pj in (2.3.7), it reads as

P3 =81 + Sy, (2.3.9)

where we define

n (1) n
S, = AtAxZZ< 9oV + (o), ) (p(t", 2501) — p(t", ;)

2 Ax ’

n=0 j€Z

n (M) . .
Ss —AtAxZZ( pﬂ V +g(p] )V > (90<t ,5Uj+1)A; o(t ,%‘))'

n=0 j€Z

Further, by the mean value theorem we observe that

9(05") = 9 () = Malofy IViy — 9y V1Y)

2

= 9(0}) = A'(G) (900 Vs = alel s V)

for some (; € I(p],p] ) Similarly,

VRS

N-1 N-1
_ ~k n ~k n n n n
=v (Aw § :wnijrk — At )y g(pj+k+%,—)vj+k+é - g(pj+k—;,—)vj+k—;)>

N-1 N-1
= (AQJ Z w:;p?Jrk) - Atvl(0j> UAJI; (g(p?+k+%7_)‘/]1k+% - g(p;:_k_%,_)‘/]z_k_%)

k=0 k=0
N-1
n ~k n n n n
= Vj" — Atv'(6;) Z W (g(pj+k+%,f)vj+k+% - g(pj+k*%,*)‘/jj+k7%> y
k=0

for some ¢; € Z(R7, R(-l)) As a result, the term S, in (2.3.9) can be written as

So=Ti+T2+Ts+Ta, (2.3.11)
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with the definition £(n, j, k) = w} (g(p;u“%ﬁ)‘/ﬂ“% — g(pﬁki%ﬁ)‘/ﬁkig and g(n, j) :=

(g(pfl )V =gt )V 1) . Note that, the term 7; can also be written as
Jtg,—7 Jt3 J=5:=7 I3

71 = /0 /+Oo g (pr<t7 .17)) v (RACC(t7 ZL‘)) ax@Ax(ta .T) dw dt,

where

Rpo(t ) = R} forz e (v;_1,2;1],t€ [t "+,

n

,x) forx e (x -7%,9[:%%], t € [t",t"T1) for some T € (1, 241).

axQOAz (ta l’) QDI (t 7

Note that

x]._%Jrn
Rao(t, @) = / pax(t, y)wy ae(y — ;-

j—

)dy forx € (2, 1,2 1]t € [t "),

1
2

(S

where wy A, (2) =} for x € (kAz, (k + 1)Az]. By the dominated convergence theorem,
it is clear that Ra.(t,z) converges to fmﬁn p(t, y)w,(y — =) dy as Az — 0. Now, applying

the dominated convergence theorem again, we have

Az—0

T 400
lim 7; :/0 / g(p(t, ) v(p * wy(t, z)) s (t, z) dz dt.

We will now show that the terms 73, 73 and 7y in (2.3.11) tend to 0 as Az — 0. To proceed

further, we consider the following fact

mn

90051 Vi —g(pfs V|
< Nglllv' | Az pumas + 09 02— = pf s | (2.3.12)

< lgll{lv' | Azw, pumasx + 2110ll1g'll 0] — £l

which is obtained by writing

g(ﬂﬁ%,_)vﬁ% - Q(P;L_l _)an_;

27 2
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= g(0} s IV = Vi) + V(900 ) = g(p) s )
=900y Vi = Vi) + VL (G0 - = pjy )

for some (;_ € I(p;.‘_%’_,p;;%,_) and using (2.2.20) and property (2.2.12). Now, using

summation by parts, the term in 75 can be reformulated as

N-1
D tngik) =0y gl s Vi s =gl s Vs
k=0
N—-1
E 3 gy IV (05— ).
k=1

Taking absolute values and using property (2.2.1), we deduce that

N—
Z n, j, k
k=0

N-1
< 2af|lglllo]l + lglllol D (@f™ — )
k=1

(2.3.13)
< 2y |9 [[vll + llgllllvlldy < 3wylgllllv]-

Let R > 0 be such that p(t,z) = 0 for |z| > R. Let jgy, j1 € Zsuch that —R € (z

and R € (z;,_1, xjﬁ%]. By using the estimate (2.3.13) and the mean value theorem, we

jo—%’xjo-i-%]

obtain a bound on the term 7, as

ny  J1

73l < At?A:cngHHvHH%HZZ\Z n.ji k)|

n=0 j=jo k=0
nr  J1

DALglP [ Iollleall Y Y AtAz < 3wfA|glP|[v'||][o]llos] RT.

n=0 j=jo

l\DICO

Additionally, using (2.3.12) and Theorem 2.2.7, the term 73 in (2.3.11) can be bounded as

T3] < —AtAxH%H ZZW” ()

n=0 j=jo

ny  ji

AtAce] > ARG (G) (gl I Azw)pma + 2[[0lllg' 16 = p5-1)
2

n=0 j=jo

| /\

ny  J1

—AI|%H olllg [lgllo" | Azwypmas Yy Y - AtAz

n=0 j=jo

+ AtAzX g |Vl g1 ZZIPJ = pjl

n=0 j=jo

| /\

IN

1
sAteNollllg gV llwhome2 RT

T R
«(t, x - A
Aol g 2Az / / Par(t,r) = paslt,z = A)] o,
0 —R

Ax
< Atllgall[vllllg Mgl 1" wh pmax BT + Atz || |0]1*[l¢'[|exp(2TC)TV (po)T,
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where C' is as given in Theorem 2.2.7. Furthermore, using the Theorem 2.2.7 and the
estimates (2.3.12) and (2.3.13), we obtain a bound for the term 7 in (2.3.11) as

nr Jji

Til < 5AAz S S Mg (ol 1A

n=0 j=jo

+2|llllg llle; — p5-11) 3iylglliivlliell

3 .
< A1 (gl |AZw,pmas) Wyllgl[|v[llz | 2RT
a
~ PAzx t,(L’) pA:r( Al’>|
+ At}\Hg'HHU'HHUHHglﬂnggHH’UHH%HASU/ / A dz dt
—RrRJO T
3

< SALNG Y IPlglP[[vllwyiy | @x 2R pamas
+3AL g/ P11V l[llg 1 [v[*byllez lexp (2T CYTV (po) T

Thus, from the estimates obtained for the terms 75, 73 and 74, we can conclude that

lim 75 = hm Ts = hm T, =0.

Axz—0

Therefore,

lim S, = hm <T1—|—T2—|—7§,+7Z>

Az—0
:/0 /_Oog(p(t,x))v(p*wn(t,:v))gpx(t,x)dxdt.

Finally, we show that the term S; in (2.3.9) converges to 0 as Az — 0. Now, using the
form of L, in (2.2.9), the term S; can be expressed as
2

(2.3.14)

— AtA ii D D t axj+1) _Sp(tnax]))
x 1+ 2 Az s (2315)
n=0 j=jo

where the terms D; and D, are defined as

(aler, v = gV (9, v = gV

Next, with the observation p( ) = (p§ ); + p(j ) and using the property (2.2.12) in

conjunction with the Lemmas 2.2.3 and 2.2.6, we btaln a bound on the distance between

R(il and R( as
2

(1) (1)
N-1 1 N_1 (1)
Az k| D Pivh—1+ k+1 [ (1) Pihri-
=— E wy | pl . ————— | + E w .l s ==
2 k=0 ! LA QAJ; k=0 ! ks QAJ:



T A n n
k=0 Az
N—-1 A
Az M 1) M Qar — 1
S 2 k=0 wn (kaJr R pJ'Jrk*%Hr(ﬁ)
N-—1 A~
k1 [ (1) (1) ) Qar — 1
" %wn <p3+k+37_ IREA T +p]+k+2, ( Qax )>
iy p('ir)lwr
J b
+ _ 2 (w:;-i-l wf‘])
k=0 QA:C
Az 1) ( N—1
f— 0 1 _ M 0 (1)
=5 (w” lej+k+%7+ Pivn-y+lt wllpMIL Y A
keZ k=0
N-1 0
1
+uwl) > 1 =) |+w”|\p(1)y|LZA:c+ |\p<1>y| ) (2.3.16)
Az 1 1 1 1
<5 <2w02|ﬂ§3k+l — el + 20l oW L + 2003 [ — o
keZ keZ
U}O
HIA 2 )
Ax

A
7 (4wp(1 4+ CAHTV(pA,) + 2W) prmaxT L + Pmaxtly ) -

Subsequently, by subtracting and adding g(p( ) )V;-(l) to the term Dy and applying the

estimate (2.3.16) as well as the property (2.2. 12) we obtain

H

I )‘+‘(9(p§1+)%7 )= 9oV,
8

2|Dy| < ‘9
|+H9 I[lv]| [ i P |

(1)
< llglll’ IH -

2

Ax n .
< lgll HU’HT (4wn(1+ CA)TV(phs) + 2WnPmax L + Prmaxtiy)

B
+ g/l =5
< gl ||v'||7 (4w°<1 + CADTV(pA,) + 200 pmaxh L + Prax@l)

) (1)
|P(1 1= 05|
+ g/l =5
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To proceed further, we observe the following inequality

Ji

nr
1 1
AtAzY Y 1o = oY

n=0 j=jo
nr 1
< AtAz(1+CA Y Y |pfy — pf
n=0 jo
- (2.3.17)
=(1+ CAt)/ / |paz(t,z + Ax) — par(t,z)|dxdt
o J-R
T
< (1+CAD) / ASTV (pas(t, ) dt
0
< Az(1+ CAt)exp(2TC)TV(po)T.
Now, using (2.3.17) we obtain the bound
nr  Jji lf L — ot x;
AtAz> Y DQ x3+1)Ax L) |
n=0 j=jo
nry  Jji
< Atdon| S0 Nl 15 (4ud(1 + CANTV(pR,) + 208 preanl + prsit)
n=0 Jjo
by Py =0y
+ Al |30 3 g ol 2
n=0 jo

Ax .
< = llealllgll 0| (4w, (1 + CAL)exp(2TC)TV (po) + 2w) prmax L + Pmaxilly) 2RT

Ax
+ —Il%llllg [[v][(1 + CAt)exp(2TC)TV (po)T.

(2.3.18)

In a similar way, a bound can be obtained on the term involving D; in (2.3.15) as follows

nr

‘Atm 5 jzl D, (p(t™, 2541) — (", 25)) ‘

== Az
< 27 g, o' (Aulexp(2TCYTV (o) + 20l + i) 28T 1)
+ %H%H||g'||HUHGXP@TC)TV(P())T-
Combining the estimates (2.3.18) and (2.3.19), we see that
lim S = 0. (2.3.20)

Az—0

Finally, collecting the results (2.3.8), (2.3.14) and (2.3.20), we can conclude that
0= D PPt Po) = S (Pt Po) o+ fon (St )
400 T +oo
= [ someist [ [t dsd
— 0 —00

e}
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T +00
+ / / g(p(t,z))v(p = wy(t, ) e (t, x) dz dt.
0 —00
This reveals that the limit is a weak solution of the problem (2.1.1). O

Remark 2.3.3. Tt is important to note that in the case when g(p) = p, the weak solutions
are unique and no entropy condition is required, as discussed in [119]. Hence, in this
specific case, we can conclude that the second-order scheme (2.2.8) converges to the unique
weak solution without any entropy condition. However, for the general case, it is required

to prove the convergence to the entropy solution. This will be discussed in the next section.

2.4 Convergence to the entropy solution

To prove convergence to the entropy solution, we shall use the same approach as outlined
in [167], also see [166]. These ideas can be combined to form the following theorem which

is analogous to the Theorem 3.1 of [166].

Theorem 2.4.1. Suppose that a scheme can be written in the form:
p;l+1 — ﬁ?+1 _ ayig + a?ié, (2.4.1)
where

(i) ﬁ?“ is computed from p}, using a scheme which yields a sequence of approximate

1

solutions converging in L.

to the entropy solution of (2.1.1).

(i1) |a;‘j_é\ < KAz for some constant K which is independent of Az and for some
d€(0,1).

(iii) The approzimate solutions pa, obtained using (2.4.1) are in BV, L™ and admaits L-
Lipschitz continuity in time.

Then the approzimate solutions generated by the scheme (2.4.1) converges in Li . to the

loc

entropy solution of (2.1.1).

Remark 2.4.2. Proof of Theorem 2.4.1 follows along the same lines as that of Theorem 3.1

of [166]. Specifically, the hypothesis (iii) of Theorem 2.4.1 ensures that the approximate

1

solutions generated by the scheme (2.4.1) converges in L .

To prove that the limit solution
satisfies the entropy condition (2.1.4), we mainly use two facts. Firstly, we utilize the
discrete entropy inequality of the scheme ,6;-”'1 in hypothesis (i) of Theorem 2.4.1, which
is provided later in equation (2.4.5) of Theorem 2.4.4. Secondly, we make use of the
boundedness of the terms \aﬁé[ < KAz’ as mentioned in hypothesis (ii) of Theorem 2.4.1,
and the BV and L* estimates of ,0;-”“1. By adding an appropriate term to both sides of the
discrete entropy inequality (2.4.5) of Theorem (2.4.4), we get a similar expression as in the
inequality (3.18) of [166]|. Further, by employing a similar argument as presented in [166],

one can show that the right-hand side of the obtained expression has a limit supremum
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that is non-positive as the mesh size approaches zero. Consequently, the required result

follows.

In this scenario, first we consider the first-order in space and second-order in time
scheme (FSST) obtained by setting the slopes o;(t) = 0 for all j € Z in (2.2.8):

1 n n n
pg ) p; — A <g(,0]) i+ g(pj_l)Vj_1> ’
o = oV = A (g - g(pﬁ-l_)l)‘/ff)%) , (24.2)
T 1 n
ot =5 (o +07).
where

n n 1 _ (1)
V;‘+ (R ) V; %_U(R 1)7

.7+2 + ]+2
N-1 N-
PN o (wy +wy™) R Z (wy + wkH)
j+1 = BT 2 Pitk+1 5 and ft; 1= ]+k+1 '
k=0 k=0

Further, for some K > 0 and ¢ € (0, 1), we modify the slopes ¢;(t) defined in (2.2.4) by
adding the term KAz’ in its definition, i.e.,

() K Azd).
(2.4.3)

75(8) = mn((p, (1) — pya (0, L) oy ), s,

1
2

where mm denotes the minmod function (2.2.5) and sjfé(t) = sgn(p;(t) — pj—1(t)).
Now, the second-order scheme (2.2.8) with the modified slope (2.4.3) can be written as a

predictor-corrector scheme in the form

,0;H1 _ p;url _ an+} + a;wi (2.4.4)

where a;.lii = )\(Fj" F” ) with F7 , as in (2.2.9) and 7" is a predictor step obtained
2
from p using the FSST scheme (2. 4 2) written as

0 n [n n [n 1 n\Ysn ~(\v (1
Py =py — ME} .y — F1), where FT', = 5 (9(,0»)‘/#% +9(7} ))Vj(ﬁ%)
and

o = p = A (g(p?)f/ﬁ

3 3 Jta i+3
N-1 k E+1 N-1 k k+1
P n (wgFw™) g ay  (wy +wpth) .
Rj+%:A$ij+k+1%y Rj+%:A$ij+k+1 1 5 i forall j € Z
k=0 k=0

We now state our final result in the following theorem which ensures convergence to the

entropy solution and it will be proved using Theorem 2.4.1.

20



Theorem 2.4.3. (Convergence to the entropy solution) Let py € BV(R; [0, pmax]) and let
paz be the approzimate solution obtained using the second-order scheme (2.2.8) under
the CFL condition (2.2.13), with a space-step dependent slope limiter (2.4.3). Then, the
corresponding sequence of approzimate solutions pa, converges in Li ([0,T) x R) to the

unique entropy solution of (2.1.1) as Ax — 0.

As the first step in proving Theorem 2.4.3, we show that the numerical solutions

obtained by the scheme (2.4.2) converges to the entropy solution of (2.1.1).

Theorem 2.4.4. Let py € BV(R; [0, pmax|) and let pa, be the approzimate solution obtained
using the FSST scheme (2.4.2) under the CFL condition (2.2.13). Then pa, converges in
LL.([0,T) x R) to the unique entropy solution of (2.1.1) as Az — 0.

Proof. Tt is clear that the convergence analysis (Theorem 2.3.2) presented in Section 2.3
holds for the FSST scheme by setting o;(¢) = 0 for all j in the scheme (2.2.8). Therefore,
it is only left to prove that the limit function p obtained from the FSST scheme (2.4.2)
satisfies the entropy condition (2.1.4). To prove this, first we observe that the first-order
time steps in the scheme (2.4.2) satisfy the following discrete entropy inequalities (see
[89]):

1 " t (o}
5 = Kl = 16 = K14 X (B4 () = F 4 (50)

2
0P — k| =[S — s + X (F

_ K _ K, (1) . _
where £ € I = [0, pmax)s F7 1 (p) = (g(p ANE)=g(pV H))Vﬁu Fl(p) = (9(/) A K)
glpV li))‘/](i)l, a A b= max{a,b} and a V b := min{a,b}. Combining these, we obtain a
2
discrete entropy inequality for the FSST scheme (2.4.2) as follows

n n A K,(1 1 K n K, (1 1
o =kl = 1o = sl + 5 [FED ) + (o) = FE P (o) — B

(v70)]

A @) 1) My, A (1) n n
+59(r)sen(p;” = m) (Vs = Viiu) + S(m)sen(p;” = m)(Vis = Vi

From (2.4.5), we prove that the approximate solutions converge to the entropy solution as
n (2.1.4) of Definition 2.1.2.

1
2

(2.4.5)
) <0.

Now, consider a non-negative test function ¢ € CL([0,7) x R;R.). Let T}, be such that
0<T,<Tand p(t,z) =0 for t > T, and let ny be such that T, € (npAt, (np + 1)At].
Multiplying (2.4.5) by Azp(t", x;), summing over n,j and using summation by parts, we
obtain

S +E+E+E+E >0, (2.4.6)
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where

n+1 n
n+l (t ij) - gO(t J‘Tj))
SO—A:cg ©(0, z;) ]pj—/f\—i—AtAxE E P} A7 ,

JEZ n=0 jE€Z

& = AtAx Z Z ( (t 7xj+1) - cp(t",xj))

n=0 j€Z Az
AEAT NS e (o (P 2510) = (7, 5))
& = 9 ZZFJ—&-%(pJ) Az ’
n=0 jeZ
AtAx (Vi —Vity)
Ey = — ZZSgn ]JFA—x]QSD(tn’%‘),
n=0 jEZ
1) (1)
AtAa: Vi =Yy
Eyi=— Zngn R)——2 172 N 2ot ;).
n=0 j€Z

First, consider the term & in (2.4.6) which can be written as

+o0o T +oo
E = / ©ne(0,2)paL(0,2) — k| dz +/ / lpas(t + At, x) — k|Oppas(t, ) de dt,
_ 0 —0o0

[e.e]

where ypaq(t,x) = ¢i(t, z;) for x € (z;_1,2;1].t € [t",1""1), for some ¢ € (¢",t""1).

Through the dominated convergence theorem it follows that

Az—0

) T oo
lim & = / lpo(z) — Klp(0, ) dz +/ / lp(t, ) — K|Owp(t, x) dz dt. (2.4.7)
—00 0 —o0

Let R > 0 be such that p(t,z) = 0 for |x| > R. Let jy, j1 € Z such that —R € (xjo_%,xjﬁ%]

and R € (z Ty 15T 1 1]. Next, we consider the term &; in (2.4.6) which writes as

AtAz - P(t", wj41) — (", 7))
- : >0 <9<P§1) Ar) = g(py v )) Vﬁé( ]HM - ). (2.4.8)

n=0 jEZ

Using the definition of p(!) and applying the mean value theorem, it follows that

N— 1

w + wk+1) (

U

_n n n . n n
j+L T ‘/;+% ]—|—% g(pj+k+1)‘/j+k+% g(p]+k)‘/]+k+%> )

N|—=

k=0

for some ¢, 1EI(R R
2

J+)l) Thus the term & can be written as & = £ + £ where
2

nr n . — ot T
g0 = AtAl‘ZZ i(n, )V ]+ ( (t7l’j+1) o 7513]>)

Az ’
n=0 j=jo
AtzAm o = (e m) — ot xy)
5{7 = ZZQTL] 9]4-% Zg(nh??k)( J+AZL’ 4 )7
n=0 j=jo k=0
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(w + wk“)

with the definition, {(n, j,k) = (g(pg+k+l)mk+% _ g(py%)xngQ and
j(n,j) = g(p§ ) AK) — g(pgl) V k). Now, summation by parts yields
N-1 N-1 N 0
A ) w +w n w, + w n
E(”?J’ k) = %g(p]—s—N)‘/;JrNJrf T]T ( ])‘/]+2
k=0
N-1 k—1 k+1
. . (wi=t —wrt)
+ g<pj+k‘)‘/j+k+% ! 2 ! )
k=1
which implies that
N-1 N-1 -1 k+1
. (wi=t — it
> ln, g, k)| < 208lgl 0]l + llgllllv] —
k=0 k=1

< 2wylgllllvll + llgllllv]lwy < 3wyllgllv]-

Therefore we have the following bound on |£?] :

ny  J1
£ < satlellglPllelllew) S 37 Ataz < 6atlp. gl ol v]wlRT.  (2.4.9)

n=0 j=jo

Since ¢ is an increasing function, g(p( YA K) — g(p( IV k) = \g(pgl)) — g(k)|. Now, note

that £ can be written as follows

&Y = %/OT /_:0 (‘g(pgi(t,x)) — g(ﬁ)}v(RAx(t,x + Am))) Oppne(t, x) dzdt,

where

Rps(t ) = R;”_% for x € (a:j 1,251 .t e [t v,

Oppns(t,x) == p,(t",T) forx € (xj_%,xj%], t € [t",t"T1) for some T € (7, 741).

Observe that

Ra.(t,z + Ax)

1 [%-4t
= —/ ? paz(t,y + Ax) (wmm(y—xj_ + Az) + wyax(y —

i=3

+ 2A:z:)> dy

(NI

for x € (v;_1,2; 1]t € [t",¢"F1), where
Wy, Az(T) = wf] for x € (kAz, (k+ 1)Az], w,;a,(0) = w,(0).

By using Lemma A.3.1 (see Appendix A.3) and applying the dominated convergence
theorem, it follows that Ra.(t,z + Ax) converges to ffm p(t, y)w,(y — z)dy as Az — 0.
Using Lemma A.3.2 (see Appendix A.3) and the dominated convergence theorem, we
deduce that

T (400
lim & = /0 / (!g(p(t,x)) — g(f«;)|v(p * wy(t,x))) @u(t, z) dz dt. (2.4.10)

Az—0
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The term &, in (2.4.6) can be expressed as follows

AtA " o ot ) — (", x5

= %/OT /_:o(|g(pm<t7$)) — g(k)|v(Ras(t,z + A:L')))@xgom(t,x) dz dt.

Using the convergence of pa, to p and similar arguments as in the case of £, we observe
that

400
lim & = // (|g(p(t, z)) = g(r)|v(p* wy(t,2))) a(t, z) dz dt. (2.4.11)

Further, the term & in (2.4.6) can be written as

AtA:v _ (RZ% - RT-L_%
& = ZZSgn )o'(R})— o p(t", @)

n=0 j€Z

1 T “+00
= —§g(/<a)/ / A(t, x)oa(t, x) da dt,
0 —o00

where A(t, z) := sgn (p(Ali(t, T) — /<;> V' (Ras(t, ) (RM(t’HA:ifRM(t’I)) , R} €

I(R;L_%,R?Jr%), Rao(t,x) = R} for z € (#;_1,@;1],t € [t", "), and par = @(t", ;)
for x € (:vj_%wﬁ%],t € [t " ).
Using summation by parts, we obtain

R, — R" | N-1 N N-1 +1 k—1
L -1 w +w, w +w n w
2 2 _ " n PN — p — Az E pg-}—k;—n (2.4.12)
k=1

Ax 2 ’

which enables us to write

Rao(t, 4+ Az) — Rag(t,z) n Wy, Az (N — Ax) + Wy ax(n)
A = pac(t", T4 ) 5

) (ww(m * (A1) )

(2.4.13)
a:j_%+17 ,
- / pr(t7 y)wn,Am (y - (xjf% + A{E)) dy7
xj7%+Ax
for o € (z;_1,2;,1],t € [t", "), where wj A, (z) = w)(T), © € (kAxz, (k + 1)Axz] for

some T € (kAx, (k+2)Ax). Defining R(t, x) = f”" p(t,y)w,(y — ) dy and differentiating
yields

OR(t, z)
ox

x+n
= p(t, z + n)wy(n) — p(t, z)w,(0) — / p(t, y)w,(y — x) dy. (2.4.14)
Using the dominated convergence theorem in (2.4.13), we have the following for a.e.
(t,z) € [0,T) x R,

lim (Raz(t,x + Az) — Ras(t, ) _ OR(t,x)
Az—0 Az ox
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Now, using Lemma A.3.2 (see Appendix A.3) together with the arguments in Lemma 4.3
and Lemma 4.4 of [115], the following holds for k € I = [0, prmax]

lim &
Az—0
T +o0
=-3 /0 / sgn(p(t, ) — k) g(r)V" (p* wy(t, x)) Oy (p * wy(t, x))e(t, z) da dt.
(2.4.15)
Further, we consider the term &, in (2.4.6) which can be expressed as follows
+oo A
:_—g / / AMt, ) pas(t, z) de dt,
1) 1)
. _ R (t,x + Az) — R\ (4,
where \(¢,x) := sgn(pgi(t,x) — /ﬁ)v'(R(Ali(t,x)) (Faa(t,2 Ax) al x)),
x
RW(t,2) = R(l, v € (z;_1,25]t € [t",1"") for some R§-1 € I(R(.) >R§2;) and
2 2

R(Ai(t x) = R( for v € (z;_ 1,251 1], t € [t",t"). Proceeding in a way similar to the
derivation of (2 i 15), we get

lim 54
Axz—0

1 T “+00
=3 / / sgn(p(t, T) — H)g(li)?)l (p s wy(t, a:‘))@ac (p * Wy (1, x))np(t, x)dz dt.
0 —00
(2.4.16)
Finally, collecting the expressions (2.4.7), (2.4.9), (2.4.10), (2.4.11), (2.4.15) and (2.4.16),

we obtain the desired entropy inequality

/ / " (19— 18+ sen(p — 1) (g(p) — 9(s))vlp % w,)utp

—sgn(p — K)g(r)V' (p * w,) 0, (p * wn)gp> (t,x)dzdt + / |po(z) — Klp(0,2) dz > 0.

—00

]

In the following lemma we show that the bound in condition (ii) of Theorem 2.4.1
holds for the terms a”ﬁ in (2.4.4).
2

Lemma 2.4.5. Consider the second-order scheme with the modified slope (2.4.3) written
in the form (2.4.4). Then |a;l:i| < KAz® for some constant K which is independent of
Az and ¢ € (0,1) as in (2.4.3).

Proof. We can write

n )\ ( 1 1 n\Yrsn ~(1 (1
artt =2 (9pis Vi + 900! ,>vj+g — gV — 9V )



+(g(p§1+)%7_) — 9V + (Vi = VD) + (9(6") — g(ﬂﬁ”)W%)
= Iy~ BV, + 90 Oy ) (B, — )
+ 4" ))(pﬁ;,, =9 Wi +9(o) () (R

J
f 1 O

+ =

[NIE
<L

+

[NIES
~—

=

for some suitable &; € I(p;?%’_ Njp1 € I(Rn 17Rn ) 53(1) cZ(p (1)%7 7)0511))’5(‘1) c

i)

j

Z(p", 5y and 'Y, € Z(RY,, RY,) by th lue th Al te that th
p; s p; ) an Ml € ( ey /1) by the mean value theorem. Also, note that the

term p( ) ﬁgl) can be written as

o = B = MGGt = Vs gl O ) (R — R

2

9GPy = P Vi + gl (0, ) (R — R2)),

for some (; € I(p 7)), (9]+1 €eI(R" +é,R;L+%). By the definition of slopes (2.4.3) and

using property (2.2.2), we can easily see that

n n 1) (1)
|pj+l,_pj|7 ‘p]_‘_%_ | < 2KA'I

Ry, — BRI | < KA, R, = RY, | < Kona®, o) — 57| < KaAa?,

w\»—A
[SIE

where Ky = LKuln, Ky = (M (g | [ol1+ gl 2 udn) +5 ) and Ko = AK ('] o]} +
||g||||v’||w277). Now, defining K, = max{g,Kl,Kg,Kg} and K = %K4(3||g vl +

2|g||l|v']|), we can conclude that
"t < KAZ®, 6 € (0,1).
i+3

This completes the proof. n

Proof of Theorem 2.4.3: The second-order scheme (2.2.8) with the modified slope
(2.4.3) can be written in the form (2.4.1). Further, the hypotheses (i) and (ii) of the Theo-
rem 2.4.1 are satisfied through Theorem 2.4.4 and Lemma 2.4.5, respectively. Theorems
2.2.4,2.2.7, and 2.2.9 hold for the scheme (2.2.8) even with the modified slopes (2.4.3),
thereby proving hypothesis (iii) of Theorem 2.4.1. Thus, using Theorem 2.4.1 we can
conclude that with the modified slope (2.4.3), the second-order scheme (2.2.8) converges
to the unique entropy solution of (2.1.1).

Remark 2.4.6. In fact, the modification in the slope is needed only for the analysis, in
implementation it is not needed (see [131, 166, 167, 165, 105]). Specifically, it is mentioned
just below equation (26), page number 158 of [131] and just below Figure 3, page 68 of
[166]. Also see the Remark in page 577 of [165].
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2.5 A MUSCL-Hancock type scheme

In this section, we propose a MUSCL- Hancock type second-order accurate method for
approximating the problem given in (2.1.1). We discretize the domain with parameters Ax
and At as in Section 2.2. Given the cell average values p} at time ¢ = t", we reconstruct a

piecewise linear function denoted by p" as

(z — ;)

ﬁn(x):ﬂ?JrTU? for z € (z;_1,2,1),

where the slope o7 is chosen as in (2.2.4). To compute the solution at the next time level

t"t1 we follow two steps.

Step 1: The left and right face values at each interface are evolved in time by a unit of

&t using the Taylor expansion:

n+tg A n n n n

Pt =P~ 5 (g(pj+%,,)v(Rj+%,,) - g(pj,%,+)v(Rj,%,+)) 7
nt+3 A n n n

Pivis=Piis 3 (g(pﬂg o(R s ) = 9(pf s Jv(RE L)

27 27

(2.5.1)

where the convolution terms R;? are computed as

1
14
N- N-1
n _ k n n _ k n
Ry, _ =24 § :wnpj+k+%,f and R, = Aw § :wnpj+k+§,+'
k=0 k=0

Step 2: The updated approximate solution at time ¢"*! is given by

P =0 = A — £,

where f” 1 is the numerical flux. Here, we use a Godunov-type numerical flux (as given in
[89]) deﬁned by

"= (T (R (2.5.2)
it3 5=V L D o

l

where the the convolution term approximation R ? needs to be evaluated carefully. For

+2
this, we consider the following piecewise linear function

1 (l’ — X -7;) 1 1
Anti — 3 73 nts nts f
xT)=p. e ) —p. orre (r,_1,T.,1).
p ( ) pj*%,‘i’—i_ AII; p]Jr%’i p]7%’+ ( _]757 ]+§>
n+i
Subsequently, the term Rj+ ¢ can be defined as
2
1 N-1 1
nty n+3 § : _ T3
Rj+% =2 WP T A Xk( g+k+ ki)
k=0
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k(z:nm wy(y)dy and xy = fOAz ywy(y + kAz)dy for k =0,...,N — 1.

This approximation of the convolution term is motivated by writing

where v =

1 i Tjrntd 1
Rz, 1, t"2) = / ply, t" 2 )wy(y — x,1) dy
k=0 "1kt
N-1 g

n+% Tithtd d
- p]_;'_k_;'_%_’_ wn(y_xj—f—l) y
k=0 Tttt
N-1
]_ n+l n+l xj-HH—%
3 _ 2 — .
+ Ar (P]HH;, kLt (y $]+k+%)wn(y xﬁ%)dy
k=0 Tithrd
N-1 N-1
I UL S DR
- ; 07’fpj+k+§,+ Az 4 OXk Pitkrg— " Pitkri)

Remark 2.5.1. Analogous to Remark 2.2.2 if the quadrature rule used to compute R;? 1y
27

N-1
in Step 1 is not exact for the given kernel function (i.e., if Ax Z w’; # 1), then we replace

k=0
k
8 N-1
wy by w) = 0 -, where we choose Qa, = Az Y ") w).
Ax

2.6 Numerical results

In this section, we consider several test cases to demonstrate the performance of the
proposed RK-2 and MH schemes described in Sections 2.2 and 2.5, respectively, by
comparing it with the first-order Godunov-type scheme of [57, 89|, which we denote by
FO-Godunov. For all the test cases, we use the same CFL as that of RK-2 scheme, given in
(2.2.13). Also, we choose g(p) = p unless otherwise specified. Consider a uniform partition
{I;}}2, of the spatial domain [a,b] with Az = 2=¢. We will consider two types of boundary
conditions: periodic and absorbing. In order to implement these boundary conditions,
we will introduce ghost cells on either side of the domain. The ghost cell values, pj and
Py for j=1,..., N, where N = n/Ax, are taken as follows. For periodic boundary

conditions,

po =Py and phy o =pifor y=1,...,N,
and for absorbing boundary conditions,

po =py and ph=py for j=1,... N,
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where {p?}é\il denote the solution in real cells. In all the test cases, as the analytical
solutions of (2.1.1) are not available, we use the RK-2 scheme (2.2.8) with fine mesh to
generate reference solutions. These are used to determine the numerical errors and the
experimental order of accuracy. The L-error for the cell average solution at time t = t" is

given by

M
Ar) = Ax S gt — i),
j=1

nrel are the cell averages of the numerical and the reference solutions,

where p7 and p;

respectively. The experimental order of accuracy (E.O.A) is determined as

O(Az) = log, (e(Ax)/e(Ax/Q)) :

2.6.1 Mean downstream density model

In this part, we consider test cases with various initial data to solve the downstream

density model equation given in (2.1.1):
Op + 0:(9(p)v(pxw,)) =0, zeR, te(0,T],
p(0,2) = po(x),  zER

Example 2.1. (smooth test case): To verify the order of accuracy of the proposed RK-2
and MH schemes, we consider the problem (2.1.1) with a smooth initial datum (see [57])

po(z) = 0.5+ 0.4sin7z. (2.6.1)

The numerical solutions are computed in the domain [—1,1] with periodic boundary
conditions. We choose v(p) = 1 — p and the Convolution parameter n = 0.1. Here, the

reference solution is computed using a mesh size of Az = The solutlons are Computed

=%
up to time 7' = 0.15 for three different kernel functions wy(z) = =+ wn(:c) = 2(7777 ) and
wy(z) = % with time steps At = 2+10Ax7 At = 2+20M and At = 2+15A respectively.

From Table 2.1, we observe that both the RK-2 and MH schemes exhibit the desired
experimental order of accuracy. In Figure 2.1, we provide the L! error versus CPU
time plots for the RK-2 and MH schemes, corresponding to the initial data (2.6.1) and
considering the three kernel functions mentioned above. Here, we use the mesh-sizes
Ax = 0.1,0.05,0.025,0.0125,0.00625 and 0.003125. The results indicate that the MH

scheme is computationally more efficient when compared to the RK-2 scheme.

Example 2.2. We consider the problem (2.1.1) with a discontinuous initial datum as
given in [97],
0.8, if—05 << —0.1,

po(z) = (2.6.2)
0, otherwise,
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wy(z) FO-Godunov RK-2 MH
Ax Ll-error | E.O.A. L!-error E.O.A. L!-error E.O.A.
0.05 0.013011 | - 0.001686 - 0.001474 -
0.025 0.006478 | 1.006117 | 0.000463 1.862867 | 0.000374 1.978590
0.0125 0.003199 | 1.017847 | 0.000122 1.924356 | 9.635912¢-05 | 1.956891
% 0.00625 | 0.001591 | 1.007311 | 3.240261e-05 | 1.914917 | 2.486745e-05 | 1.954162
0.003125 | 0.000794 | 1.001897 | 8.062984e-06 | 2.006724 | 5.996242¢-06 | 2.052127
0.05 0.014857 | - 0.004348 - 0.001489 -
0.025 0.007085 | 1.068269 | 0.001151 1.917093 | 0.000369 2.009029
0.0125 0.003436 | 1.044055 | 0.000299 1.943794 | 9.558809¢-05 | 1.952366
2(?7?”) 0.00625 | 0.001687 | 1.026122 | 7.636725¢-05 | 1.970390 | 2.448845¢e-05 | 1.964729
0.003125 | 0.000835 | 1.013861 | 1.880892¢-05 | 2.021536 | 5.907713e-06 | 2.051429
0.05 0.014294 | - 0.003977 - 0.001452 -
0.025 0.006894 | 1.051945 | 0.001024 1.956857 | 0.000366 1.987019
0.0125 0.003358 | 1.037732 | 0.000265 1.949414 | 9.510829¢-05 | 1.945937
% 0.00625 | 0.001654 | 1.021031 | 6.804842¢-05 | 1.962939 | 2.450048e-05 | 1.956760
0.003125 | 0.000820 | 1.011442 | 1.679244e-05 | 2.018749 | 5.900419¢-06 | 2.053920

Table 2.1: Example 2.1. L'-errors and E.O.A. obtained using the FO-Godunov, RK-2

and MH schemes to solve the problem (2.1.1) with smooth initial condition (2.6.1) and

three different kernel functions: w,(z) = %, wy(z) = @ and w,(z) = % where

1n = 0.1. Numerical solutions are computed up to time 7" = 0.15.

described in the computational domain [—1, 1] and using absorbing boundary conditions.
The velocity and convolution parameters are set as v(p) = 1 — p and n = 0.1, respectively.

The numerical solutions are computed at time T = 0.5 with a mesh size of Az = 0.01

2(n—z)

for two different kernel functions: w,(z) = % and wy(z) = =7, with the respective

Az _ Az
24+10Azx and At T 2420Azx

ﬁ. The results are depicted in Figure 2.2(a) and Figure 2.2(c),

respectively. Also, zoomed images of the region [0.3,0.55] x [—0.01,0.19] for both the
cases are given in Figure 2.2(b) and Figure 2.2(d), respectively. It is observed that both

time steps At = . The reference solutions are computed using

a mesh-size of Az =

the RK-2 and MH schemes provide better resolution than the first-order Godunov type
scheme. Moreover, the RK-2 and MH solutions are comparable, with the MH solution
giving slightly better resolution near the right discontinuity as seen in Figures 2.2(b) and

2.2(d). The L! error versus CPU time plots for the RK-2 and MH schemes corresponding
2(n—xz)

772
given in Figure 2.5(a) and Figure 2.5(b), respectively. The solutions are computed with
mesh-sizes Az = 0.1,0.05,0.025,0.0125,0.00625 and 0.003125. The results show that the

MH scheme is computationally more efficient when compared to the RK-2 scheme.

to the initial datum (2.6.2), for the kernel functions w,(z) = % and w,(x) = are
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Figure 2.1: Example 2.1. L! error versus CPU time plots in log—log scale for the RK-2 and
MH schemes to solve the problem (2.1.1) with initial datum (2.6.1) and three different

2(n—z) _ 3(’—?)

kernel functions (a) w,(z) = %, (b) wy(z) = =7 and (¢) wy(z) = =55~ The solutions

are computed at time T=0.15.

Example 2.3. In this example we consider the same initial datum (2.6.2), particularly to
see the behaviour of the solutions at two different times. Here, we use this initial condition
to simulate the scalar problem (2.1.1) in the computational domain [—1,2]. The velocity v
is given by v(p) = Vmax(1 — p) With vmax = 0.8, and the convolution kernel w,(z) = @
with 7 = 0.3. Numerical solutions are computed at two different time levels, T'= 1.0, 2.0
with a mesh size of Az = 0.0125 and time step At = %%—Omm
conditions. The results are shown in Figure 2.3. For the reference solution, we use the
RK-2 scheme with a fine mesh of size Az = 0.0025. It is observed that at both times the

RK-2 and MH schemes give better resolution than the first-order scheme.

using absorbing boundary

Example 2.4. In this example, we evolve (2.1.1) for a quadratic kernel function with

the initial datum (2.6.2) in the computational domain = € [—1, 1]. Further, we choose:
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Q Q
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—04  -0.2 0.0 0.2 0.4 0.6 0.30 0.35 0.40 0.45 0.50 0.55
X X
(a) (b)
0.71 —— Reference 0.175 1 —— Reference
0.6 —=— RK2 : —=— RK-2
: —— FO-Godunov 0.150 1 . —— FO-Godunov
0.54 —e— MH 0.125 | N —e— MH
0.4 0.100 1
Q Q
0.3 0.075
0.2 0.050
0.11 ‘ 0.025
0.0 = 0.000
—04  -0.2 0.0 0.2 0.4 0.6 0.30
X X
(c) (d)
Figure 2.2: Example 2.2. Numerical solutions of (2.1.1) at time T = 0.5 with the initial
o . . 2(n—
condition (2.6.2) for two different kernel functions (a) w,(x) = + and (c) w,(z) = nw)
n n

where n = 0.1. (b) Zoomed image of the region [0.3,0.55] x [—0.01,0.19] in (a), (d) Zoomed
image of the region [0.3,0.55] x [—0.01,0.19] in (c). The Velocity function v(p) = 1 —p. A

mesh size of Az = 0.01 is chosen with the times steps At = 2+10A and At = 2+20A for
the two kernels (a) and (c), respectively.
v(p) =1—p, wy(x) = M ,n=0.1, Az = 0.0025 and At = 2+15A . Numerical solutions

are computed at time T = 0.1 using absorbing boundary conditions and are given in Figure
2.4. Reference solution is obtained using the RK-2 scheme with a mesh size of Ax =
0.000625. Figure 2.4(b) is the enlarged view of the region [—0.04,0.04] x [—0.025, 0.400]
in Figure 2.4(a). It is observed that the RK-2 and MH solutions give a better resolution
compared to the Godunov-type scheme. The L! error versus CPU time plot for the RK-2
and MH schemes corresponding to the initial datum (2.6.2) with the kernel function
wy(z) = % is given in Figure 2.5(c). The solutions are computed using the mesh-sizes
Ax = 0.1,0.05,0.025,0.0125,0.00625 and 0.003125. Here also, we observe that the MH

scheme is more efficient compared to the RK-2 scheme.
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Figure 2.3: Example 2.3. Numerical solutions of (2.1.1) with the initial condition (2.6.2)
at two different times: (a) 7 = 1.0 and (b) T = 2.0. Mesh size Az = 0.0125, At = 57

2+%Az !
— _ 20—z
U(p) - 08(1 - p)> wn(:zc) - 2 n= 0.3.
0.40 -
0.8 —— Reference = Reference
5— RK-2 0.351 RK-2
—— FO-Godunov 0.301 FO-Godunov
0.6 —— MH MH
0.25
a ol o 0201
’ 0.15
0.10
0.2
0.05 A
0.0 : j ' ' ' : 0.00 A ! ! ' ! ! ! '
-0.6 -0.4 -0.2 0.0 0.2 —0.04-0.03-0.02-0.01 0.00 0.01 0.02 0.03 0.04
X X
(a) (b)

Figure 2.4: Example 2.4. (a) Numerical solutions of (2.1.1) with initial datum (2.6.2) at

time T' = 0.1, where v(p) = 1 — p, w,(x) = 3(";;”2), n=0.1, Az = g5 and At = 795,

(b) Enlarged view of the region [—0.04,0.04] x [—0.025,0.400] in plot (a).
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Figure 2.5: Examples 2.2 and 2.4. L' error versus CPU time plots in log-log scale for the
RK-2 and MH schemes to solve the problem (2.1.1) with the discontinuous initial data
(2.6.2) as described in: (a) Example 2.2 with w,(z) = % at time 7" = 0.5, (b) Example 2.2
with w,(z) = % at time 7" = 0.5 and (c) Example 2.4 with w,(z) = 3= ot time

2
2n
T =0.1.

2.6.2 Mean downstream velocity model

We consider the initial value problem for the downstream velocity model (A.2.1) outlined

in Appendix A.2

Oup+ 0u(9(p) (v(p) ) ) =0, zE R L€ (0,T],

pla,0) = pola), wER,

with three test cases. The first test case involves a smooth function and will be used to
confirm the order of accuracy of the schemes. The remaining test cases involve initial

data with discontinuities and will be used to compare the performance of first-order and
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second-order schemes.

Example 2.5. (smooth test case): To verify the desired order of accuracy of the proposed
RK-2 and MH schemes, we consider a test case with the same smooth initial datum as in
(2.6.1) to evolve (A.2.1), in the computational domain x € [—1, 1] together with periodic
boundary conditions. The velocity function v is taken as v(p) = 1 — p? and g(p) = p*.

Numerical solutions are computed upto time 7" = 0.15 for the kernel functions w,(z) = %,

wy(x) = 2(2233 and wn(x) = (2 =) Where n = 0.1 and the respective time steps are
At = 3 +10 T10as At = 3 +20 TTo0AS and At = 5 +15 5715A; - Here, we use a reference solution generated

with a mesh of size Az = The results are tabulated in Table 2.2.

1280

wy(z) FO-Godunov RK-2 MH
Ax L'-error | E.O.A. L'-error E.O.A. L'-error E.O.A.
0.05 0.014125 | - 0.001002 - 0.001230 -
0.025 0.007099 | 0.992521 | 0.000280 1.839409 | 0.000330 1.895510

0.0125 0.003542 | 1.002772 | 7.413608e-05 | 1.917842 | 8.579633e-05 | 1.947201
0.00625 | 0.001767 | 1.003282 | 1.893899¢-05 | 1.968816 | 2.169048e-05 | 1.983853
0.003125 | 0.000882 | 1.002633 | 4.501158e-06 | 2.072991 | 5.206407e-06 | 2.058702

3 =

0.05 0.016040 | - 0.002595 - 0.001413 -
0.025 0.007745 | 1.050226 | 0.000744 1.801440 | 0.000355 1.991035
0.0125 0.003780 | 1.034750 | 0.000197 1.912197 | 8.939415e-05 | 1.992234

) 10.00625 | 0.001864 | 1.020026 | 5.068842e-05 | 1.964803 | 2.266346e-05 | 1.979811
0.003125 | 0.000925 | 1.010639 | 1.250372¢-05 | 2.019297 | 5.805551e-06 | 1.964863

0.05 0.015555 | - 0.002308 - 0.001331 -
0.025 0.007569 | 1.039206 | 0.000621 1.893337 | 0.000340 1.965531
0.0125 0.003716 | 1.026320 | 0.000161 1.939921 | 8.587823e-05 | 1.988833

w 0.00625 | 0.001837 | 1.015781 | 4.141757e-05 | 1.967297 | 2.176546e-05 | 1.980251
0.003125 | 0.000913 | 1.008295 | 1.024745e-05 | 2.014977 | 5.485051e-06 | 1.988463

Table 2.2: Example 2.5. L'-errors and E.O.A. obtained for the RK-2 and MH schemes to

solve the problem (A.2.1) with smooth initial condition (2.6.1) at 7" = 0.15, n = 0.1 and

for the kernel functions: w,(x) = %, wy(z) = (?7 ) and wy(z) = %

Example 2.6. (Non-linear velocity): In this test case, we choose a discontinuous initial
datum (see [89]), for the problem (A.2.1)
1, ifl1/3<ax<2/3,

po(z) = (2.6.3)
, otherwise,

W=

M=) with

with a mesh

in the domain [0, 1]. Further, we choose the convolution kernel: wn(x) =

_ . . _ 2 _ _
n = 0.1, velocity function v(p) = 1 — p?, g(p) = p? and time step At = 2+15Am
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Figure 2.6: Example 2.6. (a) Simulation of (A.2.1) at time 7' = 0.1 with v(p) = 1 — p?,
g(p) = p*, wy(z) = M ,n=0.1, Az = 0.01 and At = 794 (b) Enlarged view of
the region [0.71,0.82] x [0.30,0.67] in plot (a).

size of Az = 0.01. By imposing periodic boundary conditions, numerical solutions are
. The results are plotted in Figure 2.6,
1000 As illustrated in
Figure 2.6(b), an enlarged view of the region [0.71,0.82] x [0.3,0.67] reveals that the RK-2

and MH schemes provide higher resolution than the first-order Godunov-type scheme.

computed at time 7" = 01. and time-step At = 2+15A

where the reference solution is computed with a mesh size of Ax =

Example 2.7.(Non-linear velocity): We now consider an example with a non-linear
velocity function v(p) = 1 — p®, described in [89]. The problem (A.2.1) is simulated in
the computational domain [0, 1] with the initial datum (2.6.3) and the kernel function
wy(z) = %, where n = 0.1. Numerical solutions are computed at time 7" = 0.05 with
periodic boundary conditions and a mesh of size Ax = The time-step is chosen
as At = 2+10A

computed with a fine mesh of size Az =

T05-
. The results can be seen in Figure 2.7, where the reference solution is
1000 The plots indicate that the second-order
RK-2 and MH schemes produce better resolution than the Godunov-type scheme. For a
better visualization, we have provided an enlarged view of the region [0.66,0.77] x [0.3,0.8]

in Figure 2.7(b).

2.7 Concluding remarks

We have conducted a study on the numerical approximation of a class of non-local
conservation laws modelling traffic-flow problems, with more emphasis on the convergence
analysis. We use a MUSCL-type spatial reconstruction and strong stability preserving
Runge-Kutta time stepping to derive a second-order scheme, denoted by RK-2. The

resulting scheme is shown to converge to a weak solution of the given problem. In addition,
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1.0 0.8
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0.91 —=— RK-2
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0.7 0.61
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0.5 1 —— Reference
= RK‘2 0.4_
0.4 1 —— FO-Godunov
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Figure 2.7: Example 2.7. Behaviour of first-order and second-order schemes with non-linear
velocity v(p) =1 — p°. (a) Numerical solution of (A.2.1) at time 7' = 0.1 with w,(z) = %,
n=0.1, Az = 0.01 and At = ;522 (b) Enlarged view of the region [0.66, 0.77) x [0.3, 0.8]
in (a).

using a space-step dependent slope limiter we show that the scheme converges to the
unique entropy solution. Further, we have proposed a MUSCL-Hancock type (MH) second-
order scheme which requires only one intermediate stage in the time evolution, unlike
the RK schemes. We observe that both the second-order schemes produce stable and
accurate solutions. Additionally, we notice that the MH scheme gives slightly better results
compared to the RK-2 scheme, for example see Figures 2.2(b), 2.2(d), 2.6(b) and 2.7(b)
of Examples 2, 6 and 7. Further, the L! error versus CPU time plots in Figures 2.1 and
2.5 indicate that the MH-2 scheme is computationally more efficient in comparison to the
RK-2 scheme.
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MUSCL-Hancock Scheme for

Non-Local Conservation Laws

In Chapter 2, we developed second-order schemes for non-local conservation laws with
monotone kernels and downstream convolution, specifically tailored for traffic flow modeling.
This chapter addresses a more general class of non-local conservation laws (referred to as
Model 2 in Chapter 1, Section 1.1), for which we present a provably convergent, single-stage,
second-order MUSCL-Hancock (MH)-type scheme. The MH method, originally proposed
in [163], combines MUSCL-type spatial reconstruction [162] with a predictor—corrector
time integration based on the midpoint rule. Starting from the reconstructed values at
time t", the predictor step employs a Taylor expansion to compute interface values at t”+%,
which are then used in the corrector step to evaluate the numerical fluxes. Compared
to conventional two-stage Runge-Kutta-based MUSCL schemes, the MH approach is
computationally more efficient, requiring only one spatial reconstruction and one numerical
flux evaluation per time step. Owing to its simplicity and efficiency, the MH method has

been widely adopted; see [31, 168, 106, 49, 158, 159] for recent advances and applications.

The principal challenge in designing a MUSCL-Hancock-type scheme for non-local
conservation laws lies in the accurate discretization of the non-local term in the flux
function. Achieving second-order accuracy while enabling a rigorous convergence analysis
necessitates careful treatment of this term in both the predictor and corrector steps. In

Chapter 2, Section 2.5, we introduced a MUSCL-Hancock-type scheme for a class of
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non-local traffic flow models with piecewise smooth, non-increasing convolution kernels.
While that method performs well numerically (as demonstrated in Chapter 2, Section 2.6),
a rigorous convergence proof remains elusive. In this chapter, we formulate a novel
discretization of the convolution term and propose a new MH-type scheme for problems
of the type Model 2 (described in Chapter 1, Section 1.1), originally studied in [19, 14].
Specifically, the predictor step computes the interface convolution values using a piecewise
linear reconstruction with cellwise slopes chosen appropriately. In the corrector step,
the convolutions at the intermediate time level "*3 are approximated using a suitable

quadrature rule.

As a major contribution of this work, we establish the convergence of the proposed
scheme to the unique entropy solution of the problem under consideration. To this end, we
first reformulate the scheme in a suitable form and prove the positivity-preserving property
and L stability under an appropriate CFL condition. We then derive a total variation
bound and a time-continuity estimate. These analyses present several difficulties, which
we overcome using the properties of the slope-limiter and the novel discrete convolutions in
the predictor step. Leveraging the derived estimates, Kolmogorov’s compactness theorem
provides us the existence of a convergent subsequence of approximate solutions. To ensure
that the entire scheme converges to the entropy solution of the underlying problem, we
introduce a mesh-dependent modification to the slope limiter, following the strategy in
[166, 167|. The resulting scheme is then shown to converge to the unique entropy solution.
We also provide numerical examples to support the theoretical results and to compare the
proposed method with a first-order scheme and a conventional second-order MUSCL-type

scheme based on Runge-Kutta time integration.

The remainder of the chapter is structured as follows. In Section 3.1, we present
the necessary preliminaries for the class of non-local conservation laws considered in this
chapter. Section 3.2 describes the proposed numerical scheme in detail. Uniform a priori
estimates for the scheme are established in Section 3.3. In Section 3.4, we prove the
convergence of the scheme to the unique entropy solution. Numerical experiments are
presented in Section 3.5. Some essential but technically lengthy estimates are deferred
to Appendix B.1, while the construction of a standard MUSCL-Runge—Kutta scheme is
detailed in Appendix B.2.

70



3.1 Non-local conservation laws

We are interested in the initial value problem for one dimensional non-local conservation

laws considered in 14, 19]:

Op + 0:f (p, Alt,x)) = 0, (t,2) € (0,00) xR, (3.1.1)
p(0,z) = po(z), x€R,

where p: R —- R, f: R xR — R and p: (0,00) x R — R denote the convolution kernel,
the given flux function and the unknown quantity, respectively. Here, the convolution

term p * p is defined as

o0

A(t,z) = pxp(t,z) = / u(z —y)p(t,y) dy. (3.1.2)

—0o0

3.1.1 Hypotheses

The functions f and g in (3.1.1) and (3.1.2) are assumed to satisfy the following hypothesis:
H1. For all A € R,
(i) f € C*(RxR;R), 9,f € LR x R;R),
(i) f(0,A)=0.
H2. There exists an M > 0 such that for all p, A in the respective domains,
0af], 1034 f] < Mlpl.
H3. 0,f € Whe(R x R; R).

H4. p € (C2N W) (R;R).

Solutions to non-linear conservation laws need not be smooth in general, even in
the case when the initial datum is smooth. Therefore, we consider the weak/entropy

formulations of the solutions to (3.1.1) defined below.

3.1.2 Weak and entropy solutions

Definition 3.1.1. (Weak solution) A function p € (L NLY)([0,7) x R;R), T > 0, is a
weak solution of (3.1.1) if
+o0o

T 400
/0 /_ (pOrp + f(p, A(t, ))0up) (¢, x) da dt + / po()p(0,2)dx =0 (3.1.3)

—0o0

for all ¢ € CL([0,T) x R;R).
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Next, following the definition in [33], we define an entropy solution to the problem
(3.1.1) as follows:

Definition 3.1.2. (Entropy solution) A function p € (L NLY)([0,7) x R;R), T > 0, is

an entropy weak solution of (3.1.1) if

T ptoo
L] (1o slowe -+ seno = )(#0. Att.2) = Flr, A2

+o00
—sgn(p — k)oaf(k, A(t, x))0.(Alt, a:))go) (t,z)dxdt + / lpo(z) — Klp(0,2)dz > 0

- (3.1.4)
for all ¢ € CL([0,T) x R;R") and x € R, where sgn is the sign function.

We note that the weak solution to (3.1.1) that satisfies the entropy inequality (3.1.4)

is unique, as observed in [33, 34].

3.2 A MUSCL-Hancock-type second-order scheme

We discretize the spatial domain into Cartesian grids with a uniform mesh of size Az. The

spatial domain is now a union of cells of the form [z, 1,2, 1] where z,,1 — 2z, 1 = Ax
J—32"its J+ 2

1
3 J
and z; = jAz. We fix T' > 0 and the time-step is denoted by At and ¢" = nAt for n € N,

A= %. The initial datum py is discretized as

1 il )
p?zﬂ/x * po(x)dz for j € Z.

i-3

Given the cell-average solutions {p} }jcz at the n—th time-level, the first step is to obtain

a piecewise linear reconstruction as follows

~n n L= Tj) n
pA(z) = pj + %Uj forz € (:L‘j_%,xﬂ%), (3.2.1)

where the slopes o7 are computed as

n : T n 1 n T n n
0} = 26minmod <<Pj = Pi-1), 5(Pj+1 = pj-1)s (P — p; )) , (32.2)

with 6 € [0,0.5]. The left and right face values (at the interface r = w; +%) of the

reconstructed polynomial are given by

7"7,,— N J 7,4 — — ]_H (323)
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Next, a finite volume integration of the conservation law (3.1.1) in the domain [t", "] x

[xjfé,xﬂ%] yields

T, 1
/J+2 p(t"*h x) dx
z,

2

_ (/t f(p(t,xﬁé),A(t,xH;))dt—/tn f(p(t,xw),A(t,xjé))dt) (3.2.4)

nal ol nal nl
— At (f(P(t +2a$j+%)aA<t +27$j+%)) — f(p(t +27$j—%)7‘4<t +27$j7%))> )
where we have used midpoint quadrature rule in approximating the flux integral. From

(3.2.4), we formulate a MUSCL-Hancock type finite volume scheme as follows

1 1
ntl _ on _ nty _ pnta
Pj = P; A Fj+% F,

: (3.2.5)

1
—3
where for an appropriately chosen numerical flux F, we define

e

L= Flp T AN e,
2

gty Ui+ j+3

and the mid-time density values are obtained using Taylor series expansions as follows

ntg— - é ( n,— A=\ n+  An+t )
Pivl T P17 5 f(PjJr%aAjJr%) f(Pj_%»Aj_%) ) (3.2.6)
gt nt é ( n,— A=\ n+  Ant ) : o

1
The terms Ajif in (3.2.5) and A;fl in (3.2.6) are suitable approximations of the con-
2 2
volution terms A(t”+%,xji %) and A(t",x?i), respectively. These approximations are
2

elaborated in the following section.

3.2.1 Approximation of convolution terms

To begin with, using Taylor series expansions we write
Ax
2

n n A‘T n 2
A" wj1) = A", @) + 769014@ ,xj) + O(Ax?).

A",y 1) = A(t", 1)) = S0, A(1", 2;) + O(Aa?),

(3.2.7)

Next, we approximate the quantities on the right hand side of (3.2.7) using suitable

quadrature rules. To this end, using midpoint quadrature rule, we first write

At xy) = /Ru(xj —y)p(t",y)dy

Ty, 1
= Z/ Pz =yt y) dy = Az g pf =2 A7,

lez v -3 lez

(3.2.8)
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where p; 1= pu(jAx), j € Z. Further, using the central difference approximation to the

derivative, we write

1

A:paxA(t”, ZL’j) = 5 (A(tn, l‘j_H) - A(tn, l‘j—l)) + O(Al’g)

? (3.2.9)
~ 5( i — Aly) + O(Az?).
Plugging in the approximations (3.2.8) and (3.2.9) to (3.2.7), we obtain
n n 1 n n An,
Alt ,x];%) ~ AY — Z(A]Jrl — Al ) = Ajf%,

(3.2.10)

n n 1 n n AT~
Motivated by (3.2.10) and using the parameter 6 from (3.2.2), we redefine the left and

right approximate convolutions in the cell [z;_ 1,051 | as follows

3

= .__ AN Sj n,+ . An S
A '_Aj_‘__’ A] l.—A]_7,

n
) ]
i+ 2 -

(3.2.11)

»

no_ An
where s = 20( Az 5 i) for 6 € [0,0.5].
Remark 3.2.1. If we choose 6 = 0.5, the approximations (3.2.11) and (3.2.10) coincide —

ie., A" =A™, and A", = A™",. On the other hand, if we choose 8 = 0, then s = 0
J+35 J+35 J—3 J—3 J

for all j € Z and consequently A", = A7, = A"
J—3 J+3 J
5 F

Once the mid-time density values p;i are computed using (3.2.6), the mid-time

1

2

1

convolution approximation AE,T?) ~ A(trta, z; +%) in (3.2.5) is approximated using the
2

trapezoidal quadrature rule as follows

nal g nal
At =3 [ sy = ol ) dy
: 1 1 1 (3.2.12)
n+3,+ n+s5,— n+s3
N [Nj+1—l Pt it | = AL
leZ 2 2 2

3.2.2 Numerical flux

Throughout this chapter, we consider the scheme (3.2.5) with a Lax-Friedrichs type

numerical flux, which we define following the formulation in [14, 19, 15] as described below

F(u,v,A) = flw, 4) ;r fo.4) a(g; u), for u,v € R, (3.2.13)

and for a fixed coefficient a € (0, 2%) .

Finally, for a fixed mesh size Az, we denote by pa(t, z) the piecewise constant approxi-

mate solution obtained from the scheme (3.2.5):

palt, ) :=p} for (t,z) € [t", ") x [z, %,xﬂ%) forneNand je€Z. (3.2.14)
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Remark 3.2.2. Setting 6 = 0 in (3.2.2) and (3.2.11) leads to o} = s} = 0, which implies
that p;'ljr—

— n,
1 .
2

= p]i = p} for all j € Z. Using this, along with Remark 3.2.1, we further obtain
2

10T a4l , : .
p::f = pjjf + = p} for all j € Z. Consequently, the scheme (3.2.5) with numerical flux
2 2
(3.2.13) reduces to a first-order Lax-Friedrichs type scheme:
o = = N F (o) AL s) = Flpjsp AL L G €2 (3:2.15)
where el = TZ(MJ'—H—Z + w1~ At a%%)-
€T

3.3 Estimates on the numerical solutions

In this section, we establish certain essential estimates on the approximate solutions
generated by the scheme (3.2.5), namely L>, BV and L! time continuity estimates, which
are required for the convergence analysis. Before proceeding into that, we start with some
preliminary structural properties of the scheme. In the following remark, we obtain an
estimate on the difference between the two consecutive left /right interface density values
in (3.2.3).

Remark 3.3.1. From (3.2.2), we have o}o},; > 0 for j € Z. This in turn implies that

071 — oF| < max{[o},,],|0}[}. As a result, we obtain

7in = op | max{lofal o7l _ (3.3.1)
Piy1 — Py L
Consequently, using (3.2.3), for 6 € [0,0.5], we write
P =0 a2 —ep) T T2 (3.3.2)
<pj+§_pj+§):p?+1_p? (0?“_0?) <1+6 foralljeZ.
=P P 2(0ha =) T

Similarly, we obtain

n,+ n,+
<p.+1 — P
< JT3 J—3

T el
Pjr1 = Pj

) <146 foralljeZ. (3.3.3)

DN | —

Next, we present a bound on the reconstructed density values (3.2.3), in the following

lemma.

Lemma 3.3.2. (Bound on reconstructed values) Suppose that the piecewise constant

approximate solution at the time level t" given by the sequence {P?}jeza satisfies pj > 0
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for all j € Z. Then, for each j € 7Z, the left and right interface values defined in (3.2.3)

are estimated as follows

7,— n,+ n
5l oy < (14 0)p]. (3.3.4)

Proof. We split the proof into two cases:
Case (i) (0} > 0) : In this case, we observe that

|
and
ijr% =p;+ 57 <pj+ 529(&' —pj_1) = (1 +0)p} —0pj_, < (1+0)p]. (3.3.6)
Case (ii) (0} < 0) : In this case, we have
n,— 3 1 n
Pivy = P5 595 <05, (3.3.7)
and
I SRPYALL Sl USSR S S (3.3.8)
P =10 = T_(—)pﬂrpm_- 3.

By combining both the cases, it follows that [p” P | < (L+0)p} for all j € Z. In a similar
way, we obtain |Pj_1| < (1+0)p} for all j € Z. O
2

Remark 3.3.3. For each n € NU {0}, the piecewise linear reconstruction pj in (3.2.1)
satisfies the following property on its total variation (see Lemma 3.1, Chapter 4, [100])

PA) <D 1ot — oyl (3.3.9)

JEL
Lemma 3.3.4. (Bound on mid-time density values) Suppose that the piecewise constant

approzimate solution at the time level t™ given by the sequence {pg‘}jez, satisfies p; > 0 for

all j € Z. Then, the mid-time density values defined in (3.2.6) can be estimated as follows

|pn+27 I |p;7_+§+| < (14 0)(1+ N0, f)p}  for allj € Z. (3.3.10)

Proof. Using (3.2.6) and the hypothesis (H1), we estimate:

n+%,— n,f A n,— n,— n,— n,+ n,+ n,+
1SV U AT S0 A 50475 = S5 )

J=3
<V 1+ D10 AT + 210, £ AT
< (L +0) A+ A9 f1)ef
1 (3.3.11)
where ,0 1 € Z(0, ,0 ) and p L € I(O,p?’f%). Similarly, we obtain |p:f§+] <(14+6)(1+
>\||3pf||),0] O
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Now, we establish that the proposed MUSCL-Hancock type scheme (3.2.5) gives

non-negative solutions when the initial data is non-negative.

Theorem 3.3.5. (Positivity-preserving property) Let the initial datum py € L®(R;R,).
Then, the approzimate solutions pa obtained from the proposed scheme (3.2.5) satisfies
pa(t,z) >0 for a.e. (t,z) € R x Ry, provided the CFL condition

At . { 8 — 27« 2 o }
— < min , , , 3.3.12)
Ax 710,71 270,71 To, 71 (

holds.

Proof. To prove this result, we use the principle of mathematical induction. For the base
case n = 0, we have p} > 0 for all j € Z by assumption. Now, for any n € NU {0}, assume
that p} > 0 for all j € Z. We show that p?“ > 0 for all 7 € Z. To begin with, we write
the scheme (3.2.5) in the form

n+l _ n n+3 n n n+3 n n
Pi = Pj— aj_g (P — Pi—1) + bj+§ (Pf1 — P}) (3.3.13)
ntg,— g gy n+3,— n+i A+ ntd }
where we define
ntg,— g gy n+3,— n+iA+ nti ] ntg,— g
vy PO AT S PG o AT (o =
a/‘]_% — A n+l — ’I'L+l 7 pn pn 9
207 2 — Piq
(p]_’_% p]_% J J
n+3, n+i+ o ntl _ nti— nt+i+ n-i-%} ntsz,t n+i,+
ntl _/\[F<PJ+1 1Pjpd 7Aj+1) F(pj—k% P 1 7Aj+%) 1 Pi_1
i+ ntgb gt Pl —p
( i i ) g+ T
(3.3.14)
Now, using the definition (3.2.13), we observe that
nti— nt+i+  n+d _ nti,— nt+i 4+ ntd ]
|:F(p]_‘_% 7p‘7_% 7Aj_%) F(p]_% Jp‘]_% 7A]_%)
n+%,f . n+%,f
( j+i Pi-1 )
n—i—l,— n+3 nt+i — n+2
V(PG AT =Rt (3.3.15)
= — + —Q
9 ( nty— n+%,7) 2\
i+s Pi-i
ntd— o ntd 1
= _apf(pj : ) j—§> + 5057
n—&-%,— . n—i—%,—
nti,— nti— nt+i- Pit1 j—3
for some p. * € Z(p. ¥ ,p. % ). Upon expanding the term = 2 — using
: 4 P o= P
(3.2.6) and further using (3.3.15), we can write
n+3 n+3 C;Lf% A9 n+3,— An+%
a. { =a. A — p;, > LA o), 3.3.16
T sy (6 AT ) (3:3:10)
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where we define

1 1 P =P 1
oty 1 Jjt Jj—3 ()\a _n+g An+2 )
Y- T2 ( Pi = P SIS
. A S nt ans (3.3.17)
Aoy = =5 VA0 — 165, 47)

Now, proceeding as in (3.3.11) to apply the mean value theorem and subsequently employing

the estimate (3.3.10), the term ¢”

"1 can be estimated as
2

i sl < MO FIL+0)(pf + pj—1)- (3.3.18)

il
Through similar arguments, the term bj:f in (3.3.14) also can be written as
2

bn+§ . Bn+% +l d?—i—% ( Y f(,n+%,+ AnJr%)) (3 3 19)
s s 2, —pp I ) .
ntl nal 4 opgd
where ﬁj+2’+ € I(pjjg’Jr, ]:%2 ) and we define

1 pn,—l—l o pn,—l—l
vy L[ Ui Tis ( B _n+i4+ nts >
bk =5 ( o= |\ Al By 7 A5 0)
LA W nt an (3.3.20)
4y =735 (f(pj+%,Aj+%) - f<pj+%’Aj+§)>
A ,— n,— 7,+ n,+
+5 (FE AT = 6 AT )
Furthermore, similar to (3.3.18), the term d? , can be estimated as
2
| L < MG, A+ 0)(pf + p)- (3.3.21)
In view of (3.3.16) and (3.3.19), the expression (3.3.13) now reduces to
n n _n+i —n+t2 _n+i n -nti n
pj+1 =P (1 - aj—; - bj+%2) + a/j_gpj—l + j+§pj+1
(! 1 1 dr 1 1
J—3 _n+3,— 4nty J+3 _n+t3,+ nt;
=2 (M, AT +a) + 02 (a =20, ATT))
n+3,— n+i+  ntg nt+i,— nt+i A+ nts ]
NPT AT R AT

As a consequence of (3.3.18) and (3.3.21) and the CFL condition (3.3.12) (A||0,f]| < «),
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we subsequently obtain

<
|
ol

l n+s 1 _n n+s
> (1-att =B — N0, AI+0) (A9, £ AT + )
J—3 2
_n+i+  nt3 n
LA+ 6) (= 20,7657 AT D) )

1 el )
= MO+ 0) (A9, A7 . (33.22)

+
N
Ql
S0
I+

=

_l’_
N
=Y
_l’_
WIF o= ol

]_ n n+i n
= MO +0) (0 = 20,06 T ) )

T

n+ti— n+i4+  n+i n+i— nt+i4+ ntl
—)\[F Doup. i A ) —F(p. P A Y
(. i+t Pl J—%) (pﬂ-% Pyt o J+%)

Next, invoking Remark 3.3.1 (equation (3.3.2)), the CFL condition (3.3.12) and the fact
that 6 € [0,0.5], we obtain an estimate

n+i _n %,— n %
A E = N1+ 0) (M0 (7T AT o)
1 < il Pl =P
S (Mo, f(a T, AT —|—a) Ut T ) A8, f1(1+ 6 (33.23)
=5 (s | e
> 0.
Similarly, we deduce that
57~ Ly, 11+ 0) (0 =205 47 H) > 0 (3.3.24)
it 9 P j+i/) = e

Furthermore, using the definition of a 2 from (3.3.17) and subsequently applying Remark
3.3.1 (equation (3.3.2)), we obtain

N"’"m\»—-

a4 N0, A0 +0) (M0, £ AT + o)

L[ [P —r s P 1
— =) + Ao, (1 +0) ()\8 FETET AT +a> (3.3.25)
2 Pj — Pj1 J=3
1 3 29 8 1
—(1+6)(1+ X A < xIx_—_<_Z
< S+ 6 L+ NI (NIGSN +0) < x 2 x 32 < 2.
where the last inequality is obtained from the CFL assumption (3.3.12). Analogously, we
obtain
s 1 i ntd 1
b2+ MO (= 20, f (5] AT D)) < 2 (3.3.26)

Now, simplifying the last term in (3.3.22), using hypothesis (H1) along similar lines to
(3.3.11), and subsequently using (3.3.10) and the CFL condition (3.3.12), we obtain the
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estimate

NPt o AT ) = Pt A
= ST AT R AT A b A
< 5 (9SG AN 1+ 0,8 AT ?”f’ﬂ
O AT T 18,0 AT Dl )
201+ OO, 711+ MO, )6f <2 % 5 % o ;ip < ;

(3.3.27)
Finally, invoking the estimates (3.3.23), (3.3.24), (3.3.25), (3.3.26) and (3.3.27) in (3.3.22),

we arrive at
p?“ > 0. (3.3.28)

This concludes the proof. O

Theorem 3.3.6. (L!-stability) Let the initial datum py € L=®°(R; R, ). If the CFL condition
(3.3.12) holds, then the approximate solution pn computed using the proposed scheme
(3.2.5) is L' —stable:

loa(t, M@ = llpollurw  for all £ > 0. (3.3.29)

Proof. From the definition of the numerical scheme (3.2.5) and using the positivity-

preserving property (Theorem 3.3.5), for t € [t",t"™!), n € NU {0}, we write

loa(t: Mesw = lloa(t”, iz = Az Y |}

JEZ

= A} 0

JET

L (3:3.30)

=Axy gt Aty F 2+AtZF 2

JEZ JEZ JEZ

— Ayt = =AY = ol

JEZ JET.

]

Theorem 3.3.7. (L*°- stability) Let the initial datum py € L>®(R;R,). If the CFL
condition (3.3.12) holds, then there exists a constant C' such that the approximate solutions

pa computed using the scheme (3.2.5) satisfy the L>°— estimate
lpa(t, )l < C, (3.3.31)

for all t € [0,T7.
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Proof. Recall the formulation (3.3.13) of the scheme (3.2.5):

ntl _ n +% n-‘,—% n n
pj =P; — j,% (PJ - P] 1)+ bj+§ (Pj+1 - pj) (3.3.32)
n+ti— n+i4+  nti n+i— nt+i4+ ntl
+)‘ F<p]+% 7p % >Aj,%)_F(pj+% 7pj,% ) j+%)

First, using the definition (3.2.6), adding and subtracting suitable terms and applying

the mean value theorem, we write

n—l—%,— . n+%— n,— _ n,—
Pied T Pi-b Pt T P ( Ao 5 Aﬁ’l))
P = P Py =P ’ A
n,+ n,+
Pi_1 =P s
—i—%( af(}]ﬁ,A"Jr))
Py ! (3.3.33)
A _
A (A - )
2(p} = pji_1) iy A7) 2 2
A n n n n
w25 (a7, - ar)

+ -
2007 = Pj1)

3P € TP, pp ), AT € (AT AT ) and AT €

1
T(A™Y, A;L’_i), for j € Z. Now using (3.3.33), the term a;_ "2 in (3.3.14) can be expressed
2

where p;’ EI(p. 1,,0

2

as
I LGy (/\8 (7, A A”*?) + a> (3.3.34)
=3 s 2(p) = ) ’ o
where
n+i 1 .n+i _n+ n+3
aj—; = 5(1]_%2 (Aapf(pj 2 ,AJ_;) —I—a> ,
~n A n,— AN,— n,— n,— 7 + n,+ n,+ n,+
= = (0t A (85 - ) 0wty A (42 413)).
TR A e p-’_; — 0 o
e ( 6’f( , j+))+ T 3f(]JE,A+)
2 p] pj—l 2 p] pj—l 2
41
Next, we show that the terms a B f satisfy
2
11
0<a J_f < 3 for all j € Z. (3.3.35)
2

First, using the estimate (3.3.2), the CFL condition (3.3.12) and the assumption that

0 € 10,0.5], we have
(1 -2, f||) 219,711 +6)

14+6
— )\Hapr <Z + T) > 0.
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The estimate (3.3.36) together with the CFL condition (3.3.12) yields a a;_
using (3.3.2) and the CFL condition (3.3.12), we derive an upper bound

~n+
a.
G-

1
5L+ 0) L+ A1) (ADp f] + @)
1.3 29 8

<

NI )=

< Zx <2
27272172717 2

thereby verifying (3.3.37). Next, Theorems 3.3.5 and 3.3.6 imply that

> 0. Further,

N‘HN}M—‘

(3.3.37)

AT = A7 < Ax Y s — piadlpf < Aallid [lpa (Ml < Aalli([pollw: @)

leZ

Hence, from (3.2.11), we obtain
|55 — 51l < 2048 |[[|pollr )

As a result, we arrive at

n n, n_ n,— n n 1 n n
‘Aj’j A +3| ’A Ajl%‘ <|AY — A7 |+ §|Sj — 874

< (L+ 0)Az|p/]l]]pollLr (=)

which together with hypothesis (H2) and the estimate (3.3.4) yields

€11 < AM(1+0)* Az ][]l pollLr @ Pf—s -

1
In an analogous way, the term b;:f in (3.3.14) can be expressed as
2

d”

=B b (0 A ).
where s Lot PRI
bt = gbr (@ < — A0, f(p; AJ’+%2)> ’
I,y = = (0ary At (A — )
“af6 A (475 - 4% ).
- p@i—p@f;
b:: = ﬁ (1+ apf(‘"+ ATL))

Piis =P 1\ A
_ Jth Jt3 29 FT A™
Pl —rf | 2 o (P J+3)

T (A;"f;, A?’i), for j € Z. Further, we obtam the following bounds:
2 2

i

1
2
1 <
J+3

l\DlH
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(3.3.38)

(3.3.39)

(3.3.40)

(3.3.41)

(3.3.42)

(3.3.43)

where p;" € I(pj’_‘%,p;‘:%),ﬁ?;l € Z(p}" 50/ ) AP € Z(A}7,, ATLL) and TS

(3.3.44)



and

[} 2| < AM(L+ 02 Al [l pollra ey - (3.3.45)
Using (3.3.34) and (3.3.42), the scheme (3.3.32) now reads as
n+1 n ~ntg ints ~nt3 p ity g
pj _p](l_aJ,%Q _bj+§)+&j,§p]—1+bj+12pj+l
1 n — n 1
-5 (Aap F@ AT + a) (3.3.46)
1 n nt+i4+ ntl
ki (om0 1)
ntg, = nbgb by n+i— nt+i4+ ntl
+)\|:F<pj+% 1y % 7A] é) F(ijrl 710 % 7Aj+%)
Lemma 3.3.4 (equation (3.3.10)) and Theorems 3.3.5 and 3.3.6 together yield
n+3 +3 n+3,+
’A‘y,% ’ — Zl:u’3+1 1 Hj— l||pl 1 |
lez
Ax ntd—
7 > lnjr— Hi-iallp s |
l€Z (3.3.47)
n+1 + n %,—
Hu 1> e 1+ 10D

IEZ

< Azl l|(1+0) (1 + MO f DIl pollir )

Furthermore, using the mean value theorem, hypothesis (H2) and the estimates (3.3.47)

and (3.3.10), we obtain

>
T
>,
<.
T3
W= )=
S
3
+
=
.t
s
-3
+
=
N~—
|
T
—~
RS
+
lall N}
b
\»-
<
+
S~—

1

_ An+2)+aAf( n+ + An+%)> (AHJE _A;ir;)

I
> ol > o>

<

(3.3.48)

=
=
T3

<

ST L) AT - AT

IN
=
e
b

(1+9)2(1+A|I3pf||)2||/~b’||||po||L1<R>||pA(t",-)II-
(3.3.44), (3.3.41), (3.3.45) and (3.3.48) in

IN

Finally, combining the estimates (3.3.35),
(3.3.46), we arrive at

o7 < pa (@, )l + At + MA, 1N M L+ 0)* [l l[[l pollr eyl oa (", )]
+AtM (1 + 9)2(~1 + Mo ID* 1 Mool @ loa (", )| (3.3.49)
< [lpa(®®,)I(1 + CAL)
< (1+CA)™ ol < exp(Cln + 1)A) ol

(L + )2/ lpolles m)- Now, choosing C' :=

where C := [+ |0, f|| + (1 + N8, £])2] M
O

exp(CT)||pol|, the result (3.3.31) follows.
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Theorem 3.3.8. (Total variation estimate) If the initial datum py € L= N BV(R;R,)
and the CFL condition (3.3.12) holds, then the approzimate solutions pa computed using
the scheme (3.2.5) satisfy

TV(pal(t,-)) < exp(AT) (Z!p?H - p?]) + B(exp(AT) — 1), (3.3.50)

for allt € [0,T] and for some constants A, B > 0.

Proof. From the scheme (3.2.5), computing the difference p;‘j:ll — p;-”“l and subsequently

adding and subtracting suitable terms, we obtain

pri—pitt =7 — D}, (3.3.51)

J jt+i
where

n n n nt+i,— nt+i A+ nts nt+3,— nt+i+ ntg
= (= o) = A (PG g AT = ol 7o T AT D)

i+3 i+3 P+ +3 i+3 j+ i+3 (3.3.52)
n+3,— n+i+ nt+id n+3,— n+i+ o ntid e
A (F Pp A ) —F(p. & ,p. 2 A
+ (10]_’_% ;p]+% ) ]_A'_%) (pj—% 7/0]_% ) ]+%) )
and

n . n+3,— nt+i+ ntd n+3,— n+iA+ ntd

DYoo= Flp. i p i A —Flp & p, i ALT)
JTs3 J+3 Jt+3 J+35 Jt+3 J+3 J+3 <3 3 53)

n+l - ntl L n+l - ntl, ntl
(Pl AT~ R AT )

Jj—3 J—3 ]Jr% Wi—5 77 -5

Now, we expand the term C;-L+ , in (3.3.52) by adding and subtracting appropriate terms

2

as follows
n _ n n T 3 mn 3 n n n T
Cj_i,-% =(1- €j+% - kj+%>(Pj+1 - Pj) + €j+g(Pj+2 - Pj+1) + kj_%(pj - pj—l)v (3.3.54)
where
nt+3,— n+iA+ ntid n+3,— nt+i+ ntid n+3,— n+3,—
F 27 ) 27 A 2 _ F ) 27 27 A 2 ) 27 _ 27
B, (pﬁs Pyl +3) (P]Jr% Pigi J+§) Pjts i1
i+l 1 _ 1 no __n )
73 7‘L+32, —pT.H_f, Piv1 — Pj
Jt+5 J+
ntz,— ntzt o ntg nty,— gt g ntg ntgoh gt
F(p 1 3 . 1 ,A. 1)_F( . 1 ,p. 1 ,A. 1) . 1 - . 1
o= )\ J+ J+3 Jt3 J+ J—3 J+3 J+3 J—3
ity ntl+  ntls no_n
: p.. i —p. i Pj+1 ~ P;
it i=3
(3.3.55)
. . . n+%,f nJr%,*
Starting from (3.2.6), we consider the difference pis —ps T hen we rearrange the
2 2
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terms, add and subtract suitable terms and finally apply the mean value theorem to obtain

1 1
n+35,— n+s,— n,— n n,— n n,— n,—

Pivs ~Pui = (Pj;% - Pj_f%> - % (f(pj+%"4j3r_§) - f<'°j+%’Aj+§)>
2 (F AT = 1 A))
~ () (1 oren )
+ (o= ) (3o )
- 500 A (457 - 405

A n,2+  An,+ n,+ n,+
+ EaAf(pj_%vAj ) (Aﬂ% - Aj_%) )

(3.3.56)

=1, — 7, — T, — —TL,+ TL,+ ’I’L,+ 7”77 n,— n,— 77l,+
where p;7 € I(Pj,%a Ionr%)?pj—l = I(Pj,%a p.h), Aj € I(Aj,%aAjJr%) and A;7) €
I(A;L’_E, A?’_t% for j € Z. Noting that

2 2

2

il el el
F(pi T2, pt e AT — F(p

j+3 Pl 088 T 1 R S
A ) 2 n+;_ n+%,—2 2 = 2 ()\apf(ij? ’Aj+%2) i a) ’
i+ Pird
,TH’l,* n+l,f n+l,f . . . .
where p; " € I(pj+f YN ) and in view of (3.3.56), we rewrite the term k! 1 in
2 2 2
(3.3.55) as
i B
Koy =k + ———, (3.3.57)
2 2 Piy1— Py
where
n . 1 JH-%,— n-‘,—% p::f‘_% N p;L‘f‘_% A n,—  An,—
kiv1 =3 ()@)f(ﬂjﬂ A )+ 04) e 1= 50, f (1, Ajs)
7,4+ n,+
Piy1r =P 1 A
Jt3 )73 29 put AT
i Piv1 — Pf (2 2 j+%)> 7
*n . 1 _n+i- n+s A n,— An,— n,— n,—
kv =3 (wpf(pﬁf Ad) + a) <_§aAf<pj+é’Aj+1> (Aj+% N Aj+%>
A n,+ gn,+ n,+ n,+
+50af (o AP (A — A ) )
(3.3.58)
Analogously, we can write £7 , (3.3.55) as
2
_ G
nL=0, %7 (3.3.59)
2 2 Pijtr TPy
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where

n L 1 JH-%,-I— TH-% p?:;% N p;i;% A —n,— n,—
=5 (04 = A0, (P 7 AL )) T —5 0/ (Pi1 AlLs)

n,+ n,+

Pii1—P_1 p)
j+2 J 2 —n,+ n,+
+ | ——>=(1+=9 oA ,

Pi1 = Py ( 2 I J+%)> (3.3.60)
. 1 ntl4 ntl A n— g [ AT— n,—
€j+% 9 (0‘ - )‘apf(Pj ’ »AH%Z)) (_aaAf(pj_,_évAjJrl) (AjJr% - Aﬁ%)

A n,+  An,+ n,+ n,+
+§aAf<pj,%aAj ) (AjJr% - Aj,l) :

2

In the light of (3.3.57) and (3.3.59), the term C?, in (3.3.52) can be expressed as

2

where
Clin= (=0 =KL )05 = 07) + 6 s (0 = pi) + K71 (0F = pj-1), 3.3.62
C’;L+% = —E?Jr% - k;.ﬂr% + ;.u% + k?—%'
From (3.3.51) and (3.3.61), it follows that
n+1 n+1 “n An n
DI =< Y ICT A+ D ICT A Y DY (3.3.63)

jez jez jez jez

The terms on the right-hand side of (3.3.63) are estimated (derived in Appendix B.1) as

follows 5
ZIOJZ%I < loha = o)),

JEL jEL
Z|O;L+%| < AK At + A AL Z|P?+1 - 5l (3.3.64)
JEL jEL
AZ;D;%; < A + A > |pfy — o5l
JEL jEL
where Ky, Ko, IC7, Kg are constants independent of Az defined in (B.1.23) and (B.1.41).
Now, invoking the estimates (3.3.64) in (3.3.63) yields

STIpi = ] < Ay + (14 KioAt) oty — 2, (3.3.65)
JEZ JEL
where
ICg = 4’C1 + IC?,
,C]_O = 4’C2 + ]Cg.
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Starting from (3.3.65) and proceeding recursively, we obtain
S It = o < (14 KioAt)™H (ZWH — p?|> + N(n), (3.3.66)
JEZ JET

where N(n) = ICgAt (1 + (1 + }CloAt) +---+ (1 + ,CloAt)n_l + (1 + KloAt)n) .

Noting that (1 + K1oA)" T < exp(KioT) for (n+1)At < T, the term N (n) in (3.3.66)

can be simplified as
N(n) = —= (14 K1oAt) — 1) [1 + (1 + K1oAt) + -+ - + (1 + K10At)" " + (1 4 KioAt)"]

= [(1+ K1oAt) + -+ (1 + K1oA)" + (1 + KipAt)"
—1— (1 4+ K10At) - - — (1 + K10A1)"]

K K
= 2 (1 + KAt —1) < 22 (exp(KyoT) — 1).
Kio Kio (3.3.67)

Finally, in light of (3.3.67) from (3.3.66), we deduce

K
TV(pR™) = loi = o] < exp(KaoT) (ZIP?H - p?!) + K_IQO(GXP(/CwT )= 1),

jEz jEL
(3.3.68)
K
for (n + 1)At < T. Now, upon choosing A := Kyy and B := ’C—g, the result (3.3.50) is
10
immediate. O

Theorem 3.3.9. (L!-Lipschitz continuity in time) Let the initial datum py € L>® N
BV(R;R,). If the CFL condition (3.3.12) holds, then there exists a constant  such that
the approzimate solutions generated by the proposed scheme (3.2.5) satisfy

lpalts, ) = palte, ) |lLiw) < K(|t — to| + Al), (3.3.69)

for any ty,ts € [0,T].

Proof. Recalling the scheme (3.2.5) written in the form (3.3.46):

n n nti sntd ntl n sntl n
ijrl = p] (1 - a’j,%Q - b]+%2) + ajfgpjfl + bj+§pj+1
1 ~n _n+i— nt+i 1 n _n+=,+ n+i
— 58 (M0 AT o) + 5y (a = 20,05 AT )
nty,—  ntbgtb antgy n+3 nt+i+ o nt3 }
+)\[F(pj+% i3 ’Aj—%) F( i+l Pl ’AJ+1) ’
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we write

loa (@1, ) = pal(t”, ')HL1 R

JEZ
<Az |opy - pilla 2|+A1‘Z|pj+1 ol |
iez iez (3.3.70)
1
380 A9, 1 +0) 3 (1241 + 17,
JEZ
nts,— nti 4+ ntd nts— nt+i4 ntl
DD LT T RO QAT
j€

In order to estimate the last term in (3.3.70), we apply the mean value theorem and

subsequently use the estimate (3.3.47), hypothesis (H2) and Lemma 3.3.4 to yield

1 1 1 1 _ 1 1
DO AT o e T AT

i=3 ity Uimy g

JEZL
1 n+a,— n+ n+ A+ anta n+i n+4
<SS (loaf( Ty AT+ |oas (o AT ) 1At — A
2jeZ< aE ’ ) T IR g
< MI|p/(I(1+6)*(1 + >\||8pf||)2||,00||L1(R)A9€ZP?
JEZ

< M|/ l(1+ 0)*(1+ NG, £ 1) [lpollLs )

Now, invoking the estimates (3.3.35), (3.3.44), (3.3.41), (3.3.45) (derived in the proof
of Theorem 3.3.7) and (3.3.71), the L! distance in (3.3.70) can be estimated as

1
loa (™, -) = pa(t™, )i < At (XZWH—p}‘HJ)

JEL

(3.3.72)
< Atr,

for (n + 1)At < T, where

T = M/ [(1+ 0)*[lpollEs (e + MO, fIl + (1 + N3, £1)?),
K= % (exp(AT)TV(po) + B(exp(AT) — 1)) + T,

and the last inequality follows from Theorem 3.3.8. The result (3.3.69) is now an immediate

consequence of (3.3.72).
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3.4 Convergence of the numerical scheme

In this section, we show that the numerical scheme (3.2.5) converges to the unique entropy
solution of the problem (3.1.1). To begin with, we recall a result originally established in
[166], and adapted to the case of non-local conservation laws in Chapter 2 (see Theorem
2.4.1).

Theorem 3.4.1. Suppose that a numerical scheme that approzimates (3.1.1) can be written

i the form:

Py = T e e (3.4.1)

where

(i) p”Jrl is computed from p} using a scheme which yields a sequence of approrimate
solutions converging in Li _ to the entropy solution of (3.1.1).

(1) |e;:é| < KAz’ for (n+ 1)At < T, where K > 0 and 6 € (0,1) are some constants
independent of Ax.

(iii) The approzimate solutions pa obtained using (2.4.1) are in L™=, BV, and admits L!-
Lipschitz continuity in time.

Then the approzimate solutions generated by the scheme (2.4.1) converges in Ll . to the

loc

entropy solution of (3.1.1).

The proof of this result follows along similar lines to that of Theorem 2.4.1 from
Chapter 2. Now our goal is to write the scheme (3.2.5) in the form (2.4.1) and show that
it satisfies all the hypotheses of Theorem 3.4.1. To this end, we first observe that the

scheme (3.2.5) can be written in the form

AT [F@],pﬁwﬂ) Pl 453)].

+1 _ sntl _ n+l +1 (3.4.2)
p] - p] ]+% + e
where A7, is as defined in (3.2.15) and
2
e ntg,—  ntgt gty n o .n n
]_—:__1 = A < ( ]_,_%2 7pj+%2 7Aj+§) - F(pjvpj+17Aj+%)> : (343)

Additionally, we modify the scheme (3.4.2) by redefining the slopes (3.2.2) as follows

n 3 TL n 1 n n n n TL n
0 = 26minmod ((Pj = 0Pi-1)s 5(Pja — pj—1)s (P — pf) sen(pfy — pj)lC(Aa:)‘S) )

2
(3.4.4)
for some K > 0 and some ¢ € (0, 1).

Lemma 3.4.2. There exists a constant K > 0 such that the correction terms {elﬁ }ien
2
in the scheme (3.4.2) with the modified slopes (3.4.4) satisfy

|e?ﬁ| < K(Az)° forj€Z and (n+1)At < T. (3.4.5)
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n+1

Proof. We expand e , add and subtract suitable terms and subsequently use the mean

value theorem to erte

n+1 A _ntg,— gntgy ntg,— n n o aAn ntg n
6]_,’_1 = 2 (apf(P]+1 ,AJ+%)(P]+% _p])‘i‘aAf(p],A]_i_%)(A]_‘r% —Aj_"_%))
)\ n+ A+ nta n+l,+ " n in n+l .

1 nt+i 4+ n 1 n+3,— n
I P
)\ _n+l’_ n+1 1 n+lv_ 7
= <§8pf(pj+12 ,A 2)—1-5 >(pj+§ - p5)
A nti+ il 1 ntg ot g
+(2 pf( j+ 7Aj+§)_§a (p]Jrg _pj+1>

n An n An n+y n
+ <8Af(p] > Aj.;,_%) + aAf(pj-i-la Aj.,_%)) (Aj+%2 - Aj.;_%)?

(3.4.6)
_n+3,— n+3,—\ -tz + n+3,+ Tn 4 n n+3

where p & € (o}, p i), Pl € L(p} 1P, 2 i )yand AT AT € T(AT L ALE).
l

In order to obtain a bound on ej+l, it is sufficient to estimate the terms |pj+f’ — P}l
2 2

n n 1 .
\p + - p}| and |A"TE —An |. To this end, we first note that
Jt3 Jt+3
AT — A = |85 = 014, — AT | < 084 ol (3.4.7)

1_ n 1 . . .
Now, expanding p::f and pj:Lf’Jr from (3.2.6), adding and subtracting appropriate terms,
2 2
subsequently applying the mean value theorem and hypothesis (H2), and finally applying
Lemma 3.3.2, Theorem 3.3.7 and the estimate (3.4.7), we obtain

n 57 n n,— n,+ n,+
|pj+1 _)0]| = 2|0 |+_’ j+17Aj+1>_f(pj 27A] ,)|
1 .
<slogl+3 !(3 P, AT = )
)\ 7, Ain n,— n,
o \ (3.4.8)
< (5 SU0LA1) I+ 301 - A
1A A ,
5 T 5lofl ) K(A )’ + o MCA+0)0llu lpollrm) | Ax
< K(Az)’,

1A A
WhereAneI(A 1,A”+)andp] EI(,O 1,p )andlC = (§+§H8pf|\) lC—i—EMC(H—

0)011' ||| pollr1(w)- Identically, we obtain

P = | < R(Ax). (3.4.9)

J=3
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Further, we write

n+ 1 n Ax ntlt " il _ .
AT A < 5 3 [l = o+ lsall ™ = ]
IeE (3.4.10)

< K(Az)ull Ly,

where L, denotes the length of a compact interval which contains the support of the
convolution kernel p. Now, invoking the estimates (3.4.8), (3.4.9) and (3.4.10) in (3.4.3),
we obtain the desired result (3.4.5) with K = (\||0,f]| + o +2M||u||L,) K. O

With the necessary estimates at hand, we are now in a position to use Theorem 3.4.3
to establish the convergence of the numerical scheme to the entropy solution. We present

this result in the following theorem.

Theorem 3.4.3. Let py € L NBV(R;R,). If the CFL condition (3.3.12) holds, then the
approzimate solutions pa generated by the scheme (3.2.5) with the modified slopes (3.4.4),

converge to the unique entropy solution of the problem (3.1.1).

Proof. 1t is sufficient to verify that the scheme (3.2.5), with modified slopes (3.4.4), satisfies
the hypotheses of Theorem 3.4.1. The formulation (3.4.2) shows that the scheme can be
expressed in the form (2.4.1). Further, ﬁ’]“ in (3.4.2) is computed using the first-order Lax-
Friedrichs scheme (3.2.15), whose convergence to the entropy solution has been established
in [33, 19, 14]. This verifies hypothesis (i) of Theorem 3.4.1. Hypothesis (ii) holds true
due to the result in Lemma 3.4.2. Finally, we observe that the results in Theorems 3.3.7,
3.3.8 and 3.3.9 hold true for the scheme (3.2.5) together with the modified slopes (3.4.4),

as well. This confirms the validity of condition (iii). Hence, the result is proved. ]

Remark 3.4.4. While implementing the scheme, the slope modification (3.4.4) is not really
needed. This is because, for any given mesh-size Az, we can choose a sufficiently large
constant IC > 0, so that the modified slope (3.4.4) reduces to (3.2.2). Specifically, for mesh
sizes Az > ¢ for some fixed € > 0, we can choose K = 2C¢~°, where C is as in Theorem
3.3.7. This has also been observed in [131] (p. 158), [166] (p. 68) and [165] (p. 577).

Remark 3.4.5. Note that the slope modification (3.4.4) is introduced solely to ensure
the entropy convergence of the scheme. Even without the modification (3.4.4), the
scheme (3.2.5) can be independently shown to converge to a weak solution (3.1.3) of
the problem (3.1.1): Theorems 3.3.7, 3.3.8 and 3.3.9 allow us to apply Kolmogorov’s
compactness theorem (see Theorem 2.3.1, Chapter 2), which guarantees the existence of
a subsequence Ay — 0 and a function p € C([0,T]; L .(R)) such that pa, converges to

p in C([0,T];LL.(R)). Further, using a Lax-Wendroff-type argument (see the proof of

loc

Theorem 2.3.2, Chapter 2), we can show that p is a weak solution of the problem (3.1.1).
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3.5 Numerical experiments

In this section, we present numerical experiments to illustrate the performance of the
proposed scheme (3.2.5), in comparison with the first-order Lax—Friedrichs (FO) scheme
(3.2.15). To further demonstrate the advantage of this particular second-order MH-type
scheme, we also compare it with a standard second-order MUSCL-Runge-Kutta (RK-2)
scheme (see Section B.2). For all schemes, we choose the time step to satisfy the CFL
condition (3.3.12) corresponding to the MH scheme, with the coefficient a set to 0.16.
We consider a uniform discretization of the spatial domain I = [z}, x,] into M cells of

size Az = (x, — x;)/M, and denote the cell averages at time t" by {p}}}1,. Let [a,0]

be the smallest compact interval containing the support of the measure u, and define
N :=(b—a)/Ax.

To implement the boundary conditions, we introduce ghost cells on either side of the
domain by defining the values p" 1, 0" ny1o,-- -, 00, and Py 1, Phrias - -+ Piyens ON the
left and right of the domain, respectively. We consider two types of boundary conditions:

1. Periodic boundary conditions:

Phisi = P fori=1,...,N,

Pty = py_ip1, fori=0,...,N—1.

2. Absorbing boundary conditions:
Phrsi = P fori=1,...,N,

Pt = pt, fori=0,...,N —1.

Example 3.1.(Smooth solution case) As studied in [19], we consider an example of the

problem (3.1.1), where the flux function is given by

f(p, A) = p(1 = p)(1 — A) (3.5.1)

and the convolution kernel is chosen as
5
ue) = — (@ —a)(b— ) xun(a), veR (35.2)

where M := f: ((x —a)(b— :13))g dz and [a,b] C R. To evaluate the experimental order of

accuracy, we consider the smooth initial condition:
po(x) = 0.5+ 0.4sin(mz) (3.5.3)
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in the domain [—1, 1] together with three sets of [a, b] given by: [0.0,0.25], [—0.125,0.125]
and [—0.25,0.0] corresponding to the upstream, centered and downstream convolutions,
respectively. We evolve the solutions imposing periodic boundary conditions up to time
t = 0.15, for mesh sizes Az € {0.2,0.1,0.05,0.025,0.0125}. The MH solution corresponding
to the fine mesh size Az = 2/640 is taken as the reference solution which we denote by

pres- The experimental order of accuracy (E.O.A.) is then computed using the formula

O(Azx) = log, (Hpm:C — pTefHLl) : (3.5.4)
|pAz = preflli

The results presented in Table 3.1 show that the MH scheme attains the expected order
of accuracy. Further, the corresponding L' error versus CPU time plots for the MH and
RK-2 schemes are given in Figure 3.1. While Table 3.1 indicates that the the RK-2 scheme
attains a similar E.O.A. to that of the MH scheme, the results in Figure 3.1 show that the

MH scheme is computationally more efficient.

Kernel support [a, b] FO MH RK-2
Az L'— error | ©(Az) | L'— error | ©(Az) | L'— error | ©(Az)
0.2 0.206012 | - 0.082694 | - 0.082462 | -
0.0.0.25] 0.1 0.115288 | 0.837490 | 0.027777 | 1.573868 | 0.027355 | 1.591917

0.05 0.063176 | 0.867773 | 0.008861 | 1.648333 | 0.008904 | 1.619287
0.025 | 0.033041 | 0.935116 | 0.002471 | 1.842107 | 0.002530 | 1.815118
0.0125 | 0.017026 | 0.956479 | 0.000644 | 1.939505 | 0.000657 | 1.943746
0.2 0.191868 | - 0.071610 | - 0.071878 | -

0.1 0.108584 | 0.821301 | 0.027806 | 1.364778 | 0.027328 | 1.395156
0.05 0.058011 | 0.904406 | 0.008895 | 1.644184 | 0.008844 | 1.627536
0.025 | 0.030147 | 0.944303 | 0.002527 | 1.815667 | 0.002544 | 1.797536
0.0125 | 0.015438 | 0.965463 | 0.000655 | 1.946496 | 0.000661 | 1.944145
0.2 0.179211 | - 0.070700 | - 0.070413 | -

0.1 0.102061 | 0.812219 | 0.026216 | 1.431257 | 0.025736 | 1.452034
0.05 0.054620 | 0.901929 | 0.008712 | 1.589371 | 0.008626 | 1.576991
0.025 | 0.028217 | 0.952864 | 0.002590 | 1.749549 | 0.002600 | 1.729973
0.0125 | 0.014402 | 0.970304 | 0.000696 | 1.894568 | 0.000699 | 1.893973

(upstream convolution)

[—0.125,0.125]

(centered convolution)

[—0.25,0.0]

(downstream convolution)

Table 3.1: Example 3.1. L'— errors and E.O.A. obtained for FO, MH and RK-2 schemes,
with At = Ax/20, computed at time ¢ = 0.15.

Example 3.2. We consider the same setup as in Example 3.1 but with a discontinuous

initial datum

1

3 3
po(x) = §X[—2.8,—1.8]($) + ZX[—1.2,—0.2} (x) + ZLX[O.G,I.O] () + X[1.5,+oo)(56') (3.5.5)

and [a,b] = [—0.25,0.0] (downstream convolution). The numerical solutions are computed

in the domain [—3.0,3.0] up to time ¢ = 2.5 using absorbing boundary conditions and the
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Figure 3.1: Example 3.1. Log log plots of L! error versus CPU time for the MH and
RK-2 schemes applied to (3.1.1) with the smooth initial condition (3.5.3) at time ¢ = 0.15.
Results are displayed for three different choices of the interval [a, b] in (3.5.2): (a) [0.0,0.25]
(upstream convolution), (b) [—0.125,0.125] (centered convolution), and (c¢) [—0.25,0.0]

(downstream convolution).

101 — p, 1.09"—— Reference

0.8+ 0.84 —&— RK2
| —e— MH

0.6 0.6 1

Q Q

0.44 0.44

0.2 021

0.0 1 — 0.01 @

-3 ) 1 0 1 2 3 3 -2 -1 0 1 2 3
X X
(a) (b)

Figure 3.2: Example 3.2. (a) Initial datum given in (3.5.5). (b) Numerical solutions at
time ¢t = 2.5, computed with the kernel function (3.5.2) with [a,b] = [—0.25,0.0] using
Az = 6/150 and At = Az/20.

results are displayed in Figure 3.2. Here, the reference solution is computed using the MH
scheme with a fine mesh of size Az = 6/900 . While both the MH and RK-2 schemes
provide a comparable resolution as seen in Figure 3.2, the L! error versus CPU time plots
presented in Figure 3.4(a) , computed for mesh sizes Az € {6/40,6/80,6/160,6/320},

indicate that the MH scheme is computationally more efficient.

Example 3.3. In this example, we consider the problem (3.1.1) with a different flux

function given by

f(p, A) = p(1 = A), (3.5.6)
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Figure 3.3: Example 3.3. (a) Initial datum given in (3.5.8). (b) Numerical solutions at time
t = 0.5, computed with the kernel function (3.5.7), using Az = 3/150 and At = Axz/20.

and the kernel function p given by
1
J°(—ln +2))? dz)

p(zr) = ( (—x(n+ I))3X[—n,0}; (3.5.7)

considered in [15]. We choose a discontinuous initial datum

0.25 for —0.9<z<0.1,
po(x) = (3.5.8)
05 for0.1<2<0.3

and evolve the numerical solutions in the domain [—1.5,1.5] up to time ¢ = 0.5 using
absorbing boundary conditions and the results are illustrated in Figure 3.3. Here, the
reference solution is computed using the MH scheme with a mesh of size Az = 3/900.
Additionally, we present the L' error versus CPU time plots in Figure 3.4(b), computed
for mesh sizes Az € {6/40,6/80,6,/160,6/320}. The comparison in Figure 3.3 shows that
the MH scheme (and RK-2) outperforms the FO scheme, as expected. As in Example 3.2,
although the MH and RK-2 schemes produce comparable solutions, Figure 3.4(b) indicates

that the MH scheme is computationally more efficient.

3.6 Concluding remarks

We have proposed a single-stage MUSCL-Hancock-type second-order scheme for a gen-
eral class of non-local conservation laws and established its convergence analysis. The
construction of the scheme relies on a careful design of the discrete convolutions, which
is crucial not only for achieving second-order accuracy but also for enabling a rigorous

convergence analysis. The numerical results presented in Section 3.5 confirm that the
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Figure 3.4: Examples 3.2 and 3.3. Log-log plots of L' error versus CPU time for the MH

and RK-2 schemes for discontinuous solutions. (a) Example 3.2 and (b) Example 3.3.

proposed scheme produces numerical solution of significantly improved accuracy than a
typical first-order method. To highlight the advantage of the proposed MH-type scheme,
we also compare it with a standard second-order MUSCL-RK-2 method. For the test cases
in Examples 3.2 and 3.3, both the MH and RK-2 schemes produce comparable solutions.
However, the results shown in Figures 3.4(a) and 3.4(b) reveal that the MH scheme is
computationally more efficient than the RK-2 scheme, underscoring the significance of the

proposed method.
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Second-order scheme for

multidimensional non-local systems

In this chapter, we focus on the numerical discretization of a system of non-local conser-
vation laws in several space dimensions (described in Chapter 1, Section 1.1). For the
one-dimensional case, non-local conservation laws have been well-studied in the literature
from both theoretical and numerical perspectives (see, e.g., [15, 16, 17, 98, 110, 119] and
references therein). However, their extension to multiple space dimensions is comparatively
less explored, with only a limited number of results addressing their well-posedness. For
instance, the authors in [14] proved the existence of a weak solution for a general system in
two dimensions by establishing the convergence of a dimensionally split scheme with Lax-
Friedrichs numerical flux. Additionally, the existence and uniqueness of measure-valued
solutions to a class of multi-dimensional problems are analyzed in [72]. Local-in-time
existence and uniqueness results for certain multi-dimensional non-local equations under
weak differentiability assumptions on the convolution kernel are recently studied in [66].
Furthermore, [15] presents the error analysis of first-order finite volume schemes for a
one-dimensional problem, including a discussion of its extension to the multi-dimensional
case. In this work, we are interested in the general system of multi-dimensional non-local

conservation laws treated in [14].

We develop a second-order fully discrete numerical scheme for the class of multidi-

mensional non-local systems considered in [14]. The scheme combines a MUSCL-type
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spatial reconstruction [162] with a second-order strong stability-preserving Runge-Kutta
(SSP-RK) time-stepping method [103, 104]. As a key contribution of this work, we show
that the resulting scheme satisfies the positivity-preserving property. This property is
particularly important in models such as crowd dynamics, where the unknowns represent
densities of different species and must remain non-negative. In addition, we establish that
the numerical solutions obtained from the proposed second-order scheme are L°°- stable.
To evaluate the performance of the proposed scheme, we conduct several numerical experi-
ments on two well-known non-local problems in two space dimensions: a crowd dynamics
model [14] posed as a scalar non-local conservation law, and the Keyfitz—Kranzer system
[122], a model arising in elasticity theory. The results collectively highlight the advantages
of the proposed scheme over its first-order counterpart. Furthermore, the asymptotic
compatibility of the proposed scheme is numerically investigated in the context of the

singular limit problem as the non-local horizon parameter tends to zero (see [64, 65, 110]).

The rest of this chapter is organized as follows. In Section 4.1, we outline the non-local
system of conservation laws under consideration. Section 4.2 presents the second-order
numerical scheme. The positivity-preserving property of the scheme is established in
Section 4.3, while Section 4.4 is devoted to proving the L°- stability. Numerical examples

are provided in Section 4.5, and the conclusions are summarized in Section 4.6.

4.1 System of non-local conservation laws

We consider a system of non-local conservation laws in n space dimensions, previously
studied in [14]:
atp_’_vw'F(t)map)nl*p)"'ann*p):07 (411)

where & := (21,22, -+ ,x,) and the unknown is
P = (p17p27”' 7pN) )

and for each fixed r € {1,2,...,n}, the convolution kernel corresponding to the r-th

dimension is given by the m x N matrix

1,1 1,N
My e M)y

T
where b : R® — R. The system (4.1.1) is posed along with the initial condition
p(xz,0) = po(x). (4.1.2)

For simplicity, we restrict our attention to the case of systems of non-local conservation

laws in two dimensions, i.e., n = 2 and & = (z,y). Note that all the results in this case
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can be readly extended to the case of general n-dimensional systems. The convolution

kernel functions corresponding to the xz-and y-direction are then given by the matrices

,'7171 DY "717N V171 DR V]‘?N

n=m=| i " and vi=mp=1| © . |,

nm71 e nm7N l/m71 . e I/m’N

respectively, and the flux function takes the form

T
oz, y,ptm*p) gtz y,p'v*p)

F(t,x,p,n*p,v*p):= : :
Ntz y, pNomxp) gV (ta,y, pN, v xp)

For k € {1,..., N}, we now focus on the problem associated with the k-th unknown p* of
the problem (4.1.1)-(4.1.2), given by

Op" + 0 fF 4+ 0,9" =0, t >0, (z,y) € R?,

N

(4.1.3)
p(0,2,y) = (06(2,)),_, » (x,y) € R?,

where f* = fE(t,x,y, p*, m x p) and ¢* = g*(t,x,y, p, v * p), and the convolution terms

are defined as
N
(m*p), (t,y) =) / /2 Nz — 'y — )kt y) da' dy,
k=1 R
N
wrp) )= [ [ e —ay =y ) .
k=1 R?
for g € {1,2,...,m}.

4.1.1 Notations

Apart from the notations in Chapter 1, Section 1.0.0.1, in what follows, we denote

RY := [0, 00)". For a vector-valued quantity p : R? — R, we define ||p|| := . {mQaX N}HpkH
e{1.2,...,
N
- k S : . T2 mxN
and ||p||L: = ZHp |lL1. Also, for a matrix-valued quantity n : R* — R™*"  we define
k=1

101l == mz}CXH@an’kH and [|0,n| = m%X|]8ynq’k\|. Further, for any vectors A;, Ay € R™,
q’ q7

T(Ay, As) = {kA; + (1 — k) Az |k € (0,1)}.

4.1.2 Hypotheses

In this work, the non-local problem (4.1.1)-(4.1.2) is studied under the following hypotheses:
(HO) For allt € R, (z,y) € R*and A, B € R™ forallk € {1,2,..., N} the flux functions
satisfy
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L. f* ¢" € C*(Ry x R? x R x R™;R).
2. 0,f%,0,9" € L®(Ry x R? x R x R™; R).
3. fH(t,x,y,0,A) = g (t,z,y,0, B) = 0.
(H1) There exists a constant M > 0 such that for all ¢, z,y, p, A and B in the respective
domains
0 fH 1 IVAf < Mlpl and 10,6"|, [IV5g"I| < Mlp| fork € {1,2,...,N}.
(H2) n,v € (C? N WLoo)(R2Z; R™*V),

We note that under these assumptions, along with some additional hypotheses, the
existence of a weak solution to problem (4.1.1)-(4.1.2) was established in [14]| through the
convergence of a first-order numerical scheme employing a Lax-Friedrichs-type numerical
flux (see Theorem 2.3, [14]).

4.2 Second-order scheme

We discretize the spatial domain into Cartesian grids of the form [1’17%’ x; +%] X [yjfé, Y; +%],

where we define

=iAx, y; = jAY, z,, 1 = (i + )Ax and y; 1 = (4= )Ay, Vi, j € Z.

2

The time domain is discretized using a time-step At and we denote t" = nAt for n € N.

At At
We also denote A, := Ar and A, A . The initial datum py is discretized as
x
pf] AxAy/ / xydxdy for i,7 € Z.

To construct a second-order scheme, we essentially follow the method-of-lines approach, in
which we consider a semi-discrete finite volume formulation combined with a piecewise
linear spatial reconstruction of the approximate solution. Time evolution is then performed
using a strong stability preserving (SSP) second-order Runge-Kutta method. We begin by
describing the reconstruction procedure at time level t". In each cell, we define a linear

polynomial as

~k,n
pA (x,y) =ar + by +c, for (xvy) < [xi—%axi—f—%) x [yj—%7yj+%)v

where a, b and ¢ are constants. As the reconstructed polynomial ,512" is expected to preserve

the cell averages, we write

PR (@ y) = pi" + alw — @) + by — ;). (4.2.1)
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where a = &Cﬁzn(mi, y;) and b = Gyﬁgn(zi, y;j). Further, the slopes are determined using

the minmod slope-limiter as

a= Mn/A:c andb—ayk"/Ay,

where
1
z,kn | . k,n k.n k.n k,n k,n k,n
0 = 20minmod <<pi,j - Pz‘—1,j)v §(Pi+1,j - pi—l,j)? (Pi+1,j — Pij )) )
(4.2.2)
1
kno, . k,n k, k, k, k,n k,n
Uiyj := 2¢minmod ((pi,j - Pm‘n—l)a 5(&,;&1 - pi,jn—l)) (pi,j—i-l — Pij )) )

for 6 € [0, 1]. The minmod function is defined as

sen(a;) min {|az|} if sgn(a;) = --- = sgn(a,,),
minmod(ay, -+, ap,) = 1<k<m

0 otherwise.

The face values of the reconstructed polynomial in the z- and y-directions are given by

Picl;=Pij T 5 Pl =P Ty 2.
and

ko oA ket _ T (42.4)

pJJrl —pw + o pi:j;% =Pij — Yy 2.

respectively. Here, within each cell, the superscripts + and — indicate the left (bottom)

and right (top) interfaces, respectively.

Given the cell-averaged solutions {pf”f}, ke {1,2,...,N} at the time stage t", the
fully discrete scheme involves two stages of the SSP Runge-Kutta method [103, 151] to
compute the solution at the time level ¢t"*!. This is described as follows.

Step 1: Compute intermediate values pfj?(l) as

k,(1 k,n k,n k,n, k,n k,n
plj():plj — A |:F;+ ](pz+2j’pz+ J;>_F L ‘<p177 ’pzf—z)]

k, k o, + k “Zﬂ Je,n+ (425)
n M, n, _ N s, — U

- )\ |:G’Lj+ (pZ]-‘y-lij-‘r ) G’L,j—%(pz,j—%7’ol,‘]—%)i| )

where F 1’1 and Gk jL are numerical fluxes (defined as in Section 4.2.1). Next, reconstruct

the pleceW1se linear polynomial from the values pm( )

m() ’, and pk (1 following (4.2.3) and (4.2.4).

Step 2: Compute mtermediate values pijf( ) as

as in (4.2.1) and compute the face

values Py

k(2) k(1) A, |:Fk,(1) (pk,(l),— k(1)+) Fk,(l)( k,(1),— k,(1),+ )]

Pij = Pij i+35Pirdy o Pird i- g \Pisly o Pisl (4.2.6)
k(1) , k(1),— k(1)+ k(1) , k1)~ k(1)+ o
- /\y |:G,L7]+% (pld‘f’% pi,j—‘r% ) - Gi,j—%(pi,j—f ]_l ):|
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Finally, the solution at the (n + 1)-th time-level is now computed as

k,n k,(2)
kntl  Pij T Pij

§ 5 (4.2.7)

We also write the approximate solution corresponding to the second-order scheme (4.2.7)

as

k,n n ogn
PZ(tafE;y) = pij ’ for (t,x,y) S [t ’t +1) X [‘ri—%al’i—f—%) X [yj—%7yj+%)'

4.2.1 Numerical flux

The numerical fluxes in (4.2.5) are defined using a Lax-Friedrichs-type numerical flux

considered in [14]:

LA @+ ES 0 g

k,n ._ 2 _
Fi+%,j(u’ v) = 2 2, 128
g (u) + g™ L (v) (4.28)
G ) o Dt IV Bl — )

6,j+%

2 o2y,

where «, 5 € (0, ) are fixed constants and we define

_1
3(1+0)
K3

k.n . n n k,n . n n
f-+%7j(p) = fk(t 7xi+%7yj7p? i+%,j)’ gi,j+%<p) = gk(t 7xi7yj+%7p7 Bi7j+%>7

where the terms A;‘Jr 1 and Bl.”j .1 approximate the convolution terms as detailed in the
2 W

following section.

4.2.2 Approximation of convolution terms

We define the approximated convolution terms:

m
n R A(Ln d Bn R Bqan
b= AP and B" , := (B"
1““%’] < 7«+§,]>q:1 Zv.]+% < 7/7]“1‘% q:l7
where for each ¢ € {1,2,--- ,m} :

Aff%’j ~(pxm), (1", 21, 15), BZ’JZ% R (p*v)(t" @i, y;,0)-
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Using the midpoint quadrature rule, we derive these approximations as as follows:

(p * n)q (tna xi+%7yj)
N
- Z / /2 Uq’k(xiJr% — ' y; — y’)p’“(t, 7' y") da’ dy
R
- Z Z / / z—l—% - xla Y; — y,)Pk(t, CC/, y/) d[L’l dy/

- M,ez . (4.2.9)
~ ArAy Z Z nq’k(fﬂiJr% — T, Yj — Yp) pi}zn]
PIEZ
k __. )T
= AJ,‘AyZ Z 77;]_’_5_[] —p pl,p] —- A’Lq-f—%y.]’
k=1 Lp,leZ

and similarly:
(p*v) (t” i Yy 1)

/ / ] v (2 — 2y —y)p (" 2y da' dy
R

1 Y1

g Y3 a4k / / ktn ') dz do!
V(@ — 2y =y )pt (7 7 y) dal dy

k=11pez’ %) Y1

N
~ A A qzk kJ,TL . Bqan
~aray Victjrip Pip | = Pijei
2 2
l

k=1 JPEZ
with the notations n;’f%’j = nq’k(xH%, y;) and I/Z’j]:_% = 4R (a, yj+%).
Remark 4.2.1. If we set @ = 0 in the slope limiter (4.2.2), the scheme (4.2.7) reduces to

a first-order in space and second-order in time scheme. In this case, a fully first-order

scheme is obtained if we compute the approximate solution at "' as

En+1 k(1)
ij = Pij -

4.3 Positivity-preserving property

We now show that the second-order scheme given by (4.2.7) admits a positivity-preserving

k,n+1

property, i.e., for n € NU{0}, p;;""" > 0 whenever ,of]" > 0. To begin with, we write the

Euler forward step (4.2.5) as the average

k(1 k(1
) ‘/;j( ) +Wij()

A0 = j 7 (4.3.1)
where
k,(1 k.n k,n n k,n, k,n k,n k,n,
Vii W= Pij — 2As FZ (PHéJaPH%E) - Fl_% J(Pl_, P +)] (4.3.2)
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and

k(1) . kn k,n n ko, ~kn kn,— _kn,+
Wi =y = 22 |G (e ,J+1p,y+) S GV

Also, we note a useful property of the minmod reconstruction, given in the lemma below.

Lemma 4.3.1. For a given k and n, if pﬁ’jn >0VijeZ, then
k,n,+ k,n
|PZ+ i Pi_%’j| < 291%‘ :

Proof. From the definition of slopes in (4.2.2), we obtain the inequalities:

kn,— kyn,+- kn,— kyn,+
(pl+ G Pl (e el
0 S ) k.n k,n S 26.
pi,j - pi—l,j Piv1,j — Pij

Additionally, we observe that either p/" < P o or or Ty < pf’f provided | pir”l_] - pf”f;\ +
% 2 — 2

0. Splitting into two cases and using the assumption pz-:f > 0, we obtain the following

bounds:

Case 1: If p” > le], then

(pk,n,— _ kn+

k i+3.  Uie3.07 )k

|pz+ g - pl_n,—;| ( k?n - pk’i) |pz+ni] - ng | 29’/)1—&-1] - pz] ‘ < 2910
i+1,5 1,7

Case 2: pr” > pl "\ j» then

(pk,n,— o pk n,+
fenot i+1.j i—%.j k,
5 = T = 2 |ori = Pl < 20005 — i) < 2005
( i,j  FMi— 1,])
This completes the proof. O

Theorem 4.3.2. Assume that the hypotheses (HO), (H1) and (H2) hold and for all

ke {l1,2,...,N} the time-step At satisfies the following CFL conditions
- min{l,4—-6a(1+6),6a} - _ min{l,4—68(1+0),63}

xS ? )\ S ’
(6(1+ 0)]|0,f]| + 1) YT (6(1+0)]0,9%] + 1)

(4.3.3)

where & = 2a, B := 2B, A\, == 2\, A, := 2\, and the parameter 6 € [0,1] is as
defined in the minmod slope-limiter (4.2.2). Additionally, assume that the mesh sizes are

1
sufficiently small so that Ax, Ay < 37 where M is as in (H1). If the initial datum
po € L NL>(R?; Rf), then the approximate solutions pa obtained using the second-order
scheme (4.2.7) satisfy phi(t,z,y) >0 for all k € {1,2,...,N}, t € R, and (z,y) € R

Proof. To prove the positivity of the second-order scheme, we employ induction on the

time index n. The base case for n = 0 holds trivially as the initial datum is non-negative,

104



ie., pf;o >0 foralli,jeZandforall k€ {1,2,...,N}. For n > 0, it is required to show
that pk 1> () whenever pfj" > 0. To do this, it suffices to prove that the forward FEuler

step (4.2.5) satisfies pi(l) > 0 whenever pfj" > 0. This reduces to verifying that V;I;’(l) >0,

as the same argument applies to W7 h)

k,n,— kn-l—)

By adding and subtracting the term ), (Fk " (pH— P
2

FEne (pfme k“+.)> (4.3.2), V"W reads as

i_%mj 7*+ .77p 7/]

’L—*

k(1) _ kmn kn k,n k,n k,n k,n
‘/z] - pz] - (pzj - pi—L]) bH_ ]<101+1,] - pz,] )
kn k,n,+ Fkn k,n, k.n,+ )
( Z+27J Pits J’pz—fj) i—%.J (pz+ J"Oz—fj) (4.3.4)
. k,n k,n o
- <1 a 7 _bl+ ]>pz] +CL 1 pz 1,] bZJr jpz—l-l,]
kn,— kn,+ k,n k,n k,n,+
Frn F
””( i+3.] %+21’p2 73) i—3, (pz+2 J’pz—fj>
where
k,n,— k,n,— k.n,+ k,n,+
_ Piii. =P 1 1P
k,n — 1\ ~k,n 1+35,] 1—5,J bkn L /\ bkn t+35.,7 i—5,J
@, 1. =A@y k:— = — | >
57 1—5,] Mmoo H-Q,J z+27J n o K
Pij — Pil1, Piv1, — Pij
with
k,n k,n, k.n,+ k.mn kn,— kn,+
~kn . [ Z—%J(’OH J’pz—fj) z—%,J(pz—%J’pz—%J)
1 A kn.— 5
1=35] n _ [Ag)
(pi-l-lj pz—%,])
k,n k,n kn,+ kn kn+
F> — F
bkn — |: Z+ 7.]<IO7’+2 j’pl+ .7) /L+%7.](p2+2 J’p )
7,+27j kn+ o k,n,+ .
(pH%,j Pt )

We will now show that 0 < a moopen S —. Observe that
=557 it 5. 3

kvnzi _ k’nvi k‘»”f‘” _ k7n»+
NP s I SO B s S A T (1+6)
— k,n k,n ’ k.n k,n — ’
Pij — Pi-1, Pij — Pi-1

where 6 is as defined in the minmod limiter (4.2.2). From the definition of F'| o V1 in (4.2.8)

+35.0
and applying the mean value theorem, it follows that

5\ dk,n pk,n, p
kn Ti—1j i+5.] Z_,]
i-15 k,n,— k,n,— kn
2(p Pirl; Z_,]) Pi.j pi—l,j
k,n kn _ kn,—  kn,—
A apfz_f,j Gl ta (i el (4.3.5)
k,n
p7’7] - pl_l?]
Z\ 1| 1
G101+ |+a(1+9> <L



where Cf €7 (pH_l o p ), and we define
~k,n L kn k,n,— k,n k,n,—
a’i,l P (fzé’]<pz+é7]) - fl*%,](plfé,]) +

The final inequality in (4.3.5) follows from the bound
Ao (6(1+0)|0,£%) +1) <4—6a(l+0),

which is derived from the CFL condition (4.3.3). Furthermore, under the hypothesis (HO),
the inequality
Aa(6(1+0)I10,£*[| + 1) < 6av

obtained from the CFL condition (4.3.3) yield
oy O e (0 A
a;"y > > 0.
ek 2 pi,j - pifl,j

In a similar way, we obtain the bound

0< b <1 (4.3.6)

- H'27] - 3

To estimate the last term of (4.3.4), we use the definition (4.2.8) and apply the triangle
inequality, leading to

k,n k,n k.n,+ k,n k,n k,n,+ <
‘F;+%,j(pz+1 ]7:01_,]) P;—%,j(pz+l ]7p ]) < i+,

where we define

7’777‘7

1 n n ,n n
J2 = §‘fk( ’ z+ 7y]7pk " A ) fk< 7y]7pk 7 A )|

1 k.n k
= _|fk(tn7$i+layj7pi7i ; z+ ) f ( ) 1_7 yYis P f 1 7An
2 2 +35.7 + 2J (437>

li*] szj Z—Ej

Note that, by the choice of the slope limiter (4.2.2), the face values pf;f] >0, Vi,j €Z.
27
Further, we apply Lemma 4.3.1 to obtain

1
k,n,— k.n kn,— k,n, k.n k,n
Pt =0+ Q(pl+ ST <t Ipl+ PR
. o (4.3.8)
7,7 _ —(kn— kot kgt
Py, = i S (Piiy = Pliy) < Py o+ Ipz+ S Pl
< (1+0)p7"
Now, by adding and subtracting f*(¢", z, LY P s Al ) to the term J; of (4.3.7)

z+ N
and using the hypotheses (HO) and (Hl) together with the expression (4.3.8), we obtain
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the following estimate:
1 n k,n,— n n
=5 (|fk(t 7xi+l7yj7pi7+%7j7Ai+%,j) - fk(t sz7yj7pl+ g’ Ai—l—l,j)’)
k,n,— n n
<|fk( , z‘—l y],pH%J,AH%JN)+§(|fk‘( ) z——)yj7pz+1]aAi_%,j)|>
- (|amf’f<t“,fi,yj,pfﬁjj,Ag;,j>|Ax)
1
+§<yapfk( VT 15 Y P Ay 1A )
1 Tl
S (105 iy i AL IO
(uapf I+ MAx) (|3pfk|! #5MA) (14 0).

(4.3.9)

(2

where Z; € (z;_1,;,.1) and py, p; € Z(0, pfﬁ;) The term Js is treated similarly to obtain
27
k 1 n,+ k 1 k,n
J2 < (10,171 + gMA2)p 7 ; < (1071 + 5 MAZ)(1 +0)p; 5 (4.3.10)
Combining the estimates (4.3.9) and (4.3.10), we get

i+ Jy < (2(1+ 0))|0, 5| + MAz) pi". (4.3.11)

Next, in view of (4.3.11) we arrive at the estimate

k,n k,n knJr k,n k,n k,n,+
1 P P = BT ()

(4.3.12)

n ]‘ n
< X (201 + 0)0,"1| + MAz) b < Spl,

where we use the conditions A, (6(1 + 0)||0,f*|| + 1) < 1 (derived from (4.3.3)) and
1
Ax < EYTR Thus, by invoking the estimates (4.3.5), (4.3.6) and (4.3.12) in (4.3.4), we

obtain

k,(1) kn k,n k,n k,n k,n
VJ 2 (1_ z_i’j bz_,’_ j>pz] +CL 1 IOz 1_7 bz_;’_ jpz—f—lg

fo" (P o) = FE (o o)

z+2] 1—7] 1=3,) 1+2] 1—7]

—A

1
kn k,n k,n k,n k,n
> (1— —b2+ g)Pi,j +a’ 1 Pz 1]+bl+1jpz+1] > 0.

1_57]

Following analogous arguments, we can show that W > 0. Consequently, we deduce
that pi(l) >0, for all 7,j € Z. A similar treatment ylelds pi. ) > 0, for all 7,5 € Z, .
Thus, from (4.2.7), we conclude that the final numerical solutions satisfy pk >0, for

i,] € Z, thereby completing the proof. O

Remark 4.3.3. It is immediate to check that the first-order scheme described in Remark 4.2.1
satisfies the positivity-preserving property under a CFL condition:
N < min{1, 4 ; 6a, 60(}’ A < min{1, 4 k— 60,605}
(6110, %[ + 1) (6110,9%|1 + 1)

(4.3.13)
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Remark 4.3.4. The CFL conditions (4.3.13) and (4.3.3) corresponding to first- and second-
order schemes, respectively impose constraints on the coefficients o and [ that appear in
the numerical flux (4.2.8). Specifically, the first-order scheme requires «, 8 € ( ) while

the second-order scheme requires «, 3 € ( , 5) :

We now present a corollary to Theorem 4.3.2, which will aid in proving the L*°-stability.
In the following, we denote pa(t) := pal(t,-,-).

Corollary 4.3.5. (L'- stability) Under the assumptions of Theorem 4.5.2, for a non-
negative initial datum py € L' N L°(R* RY), the approzimate solutions pa obtained from
the scheme (4.2.7) satisfy

PR @)l = Nl (0)lwr, (4.3.14)

forallk e {1,2,... N} and t € R,.

Proof. By Theorem (4.3.2), the non-negativity assumption on the initial datum imply

that pf’j" > 0 for all 7,57 € Z and n € N. Moreover, each stage in the Runge-Kutta time

stepping we have p; (1), Pi ]( > 0 for all 7, j € Z. Therefore, we obtain

k(1 o
p* Dl = AxdAy > Py = Axdy >0

i,jE€L i,jEZ

and

k, k,
PP = Azdy > g™ = Azay Y gV

i,jETL i,j€T
Consequently, we arrive at
pk,(2) + pk,n
k,n+1 — AzA kn+1 — AzA %,J i,J
lp* " | = A yZp zAy Z e
i,JEL
k,n n
= AxAy > Pl =l
i,jET
The equality (4.3.14) now follows immediately. O

4.4 L stability

In this section, we establish that the second-order scheme given by (4.2.7) exhibits L>°-
stability.
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Theorem 4.4.1. (L*®-stability) Let py € L' N L=(R%;RY). If the hypotheses (HO),
(H1) and (H2) and the CFL condition (4.3.3) hold along with the mesh-size restriction

Az, Ay < EYR then there exists a constant C > 0 depending only on po,n, v, { [}, and

{g*}_| such that the approzimate solutions pa obtained from the second-order scheme
(4.2.7) satisfy

lpa®)Il < llpofle,

foranyt e R,.

Proof. By Corollary 4.3.5 and applying the mean value theorem, we observe that the

discrete convolutions (4.2.9) satisfy the following estimate:

(AxAyZ Z ( H‘*—l] P nl—*—lj P> pi;’n)

k l
e = (44.0)

1AY

i+

ALl = ‘

< Az ([|9nlllpa )

< Az ([[0:nl[llpaO)][1) -
Further, invoking the estimate (4.4.1) and using the hypotheses (HO) and (H1), we

obtain

k.n k.n k,n,+ k,n
i+ j(pH_l]ap ) i—lj

S (P07 oy 0 AT ) = P AT )]
+§\(f( g1 Y P AL ) = R 7%,05"}14?_,]))\
1|a P s, 0 AT A

b5 (VA 2w o005, AT, — A7)

+ —\0 G xz,yg,pkH A}j)Aql

i—3.]

kn,— k,
()

| /\

| N

(4.4.2)

b5 (IVafh e 2w A0, ALl - AT, )

Z_*J 2J 2]
1 ken,—
: (Mp%,jm(naxnur|pA<o>HL1 +1))

1 n
o (Mt ax(lo.nllpa(0) o +1))
= Mol A (|Denlll pa(0) 1 +1)

where 7;,%; € (z,_1, xi+1) and A? A?j € i(AZrl i A" j). Now, in view of the estimates
2 ) 5 —%

(VK )

(4.3.5), (4.3.6) and (4.4.2), the terms V-I?’(l) in (4.3.4) can be bounded as

IN

k»(l) k, kn
VO < (1= alry = Yokl +aly 1o+ o 1ol
+ A S (ol ) = FL (0 ) (4.4.3)

< Hp’wm(l + 2MAt(HaxnuupA<o>uu + 1)).
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An analogous argument for I/Vi';’(l) yields
k, n
WEOL< k) (1 + 208t (10,1 psO)]ls +1) ) (4.4.4)
Consequently, using the bounds (4.4.3) and (4.4.4) in (4.3.1), it follows that

o< IR () (1 + 2MAt<max{H8an, 18,1} | pa (0)]|1.1 + 1))

Similar arguments for the second forward Euler step (4.2.6) give us the estimate

k(2 k,(1
o521 < 1K1 (1 + 20128 (max{ 2]l 18,11 Ipa (0) s +1) )
) (4.4.5)
< oA @) (1 + 2008t (max{ ], |0, Hipa O + 1))
Finally, in light of the estimate (4.4.5), we deduce that

1
kn+1) k,n k7(2)
’pij | = §<|pij |+ ’sz )

2
< NloA @) (1 + 20 A (masc{ | 0.1, 19,0 pa(0) s +1))

< o1 (1 -+ 2008t (max{|,m]. 19,0}l pa O +1) )’ (4.46)

& 2(n+1)
< oA )] (1 + 20 A¢ (max{ |01, 10,0} pa(0) 12 +1))

< llpa(0)fle,

for t = (n+ 1)At, where C := 4M<1 + max{||d.m||, ||6y1/||}||p0||L1>. The estimate (4.4.6)
completes the proof. O

4.5 Numerical experiments

In this section, we present the results of our numerical experiments for the proposed second-
order scheme and compare them with the first-order scheme described in Remark 4.2.1.
Additionally, we demonstrate that the numerical results corresponding to the second-order
scheme validate the positivity-preserving property established theoretically. We consider
two types of problems in two space dimensions: a crowd dynamics model governed by a
scalar non-local equation and the Keyfits-Kranzer system, both adhering to the framework
of (4.1.1). In all the numerical results, the time-step At is determined from the CFL
condition (4.3.3) associated with the second-order scheme. The computational domain
[21, 23] X [y1,y2] is discretized into (n, x n,) number of Cartesian cells, with grid sizes
defined as Az := (29 — x1)/n, and Ay = (y2 — y1)/ny,. We set § = 0.5 in computing
the slopes (4.2.2), and choose a = = 1/6 in the numerical fluxes (4.2.8). The initial
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and boundary conditions are specified in the description of each example. Hereafter, we
refer to the first-order scheme described in Remark 4.2.1 as FO, and the second-order
scheme (4.2.7) as SO.

Example 4.1. In this example, we consider the two-dimensional macroscopic crowd
dynamics problem studied in [14], where the density of pedestrians p is modeled to evolve

according to the scalar non-local conservation law:

Op+ V- (p(1 = p)(1 — pxp)v) =0, (4.5.1)

with the convolution defined as
p*p(t,r,y) = // plr — ',y =y )p(t, 2’ y) da’ dy'.
R?

The smooth kernel function g quantifies the weight assigned by pedestrians to their
surrounding crowd density, while the vector field ¥(x,y) = (v'(x,y),v*(z,y))T describes
the path they follow. It is evident that (4.5.1) aligns with the framework of (4.1.1) (see
Lemma 3.1 in [14]). We examine a scenario where two groups of individuals start from
two different locations within the domain [0, 10] x [—1, 1], move in the same direction and
eventually stop at the spot {9.5} x [—1,1]. To account for this dynamics, the velocity

vector field is chosen as

(1 - QQ)BGXP(_l/(QU - 9'5)2)X(foo,9.5}><[—1,1] (% y)

U(z,y) = —2yexp(1 — 1/y?)

where Q C R? and yq denotes the indicator function of Q). Further, the kernel function is

defined to be of compact support in a disk of radius » = 0.4, centered at the origin:

R w59

where

la(xa y) = (016 - '1'2 - QQ)BX{(x7y)::c2+y2§0.16}(x> y)

Note that the kernel function p in (4.5.2) attains a global maximum at the origin (0, 0)
and decreases radially, reflecting the fact that pedestrians prioritize nearby crowd density

over distant ones. We solve the problem (4.5.1) with the initial datum:

Po(x> y) = X[1,4]><[0.1,0.8](37> y) + X[2,5]%[~0.8,—0.1] (33, ?J) (4-5-3)

as shown in Fig.4.1, and impose ‘no flow’ boundary conditions (implemented by setting
the numerical flux to zero at the boundary interfaces) on all sides of the computational
domain [0, 10] x [—1,1]. Throughout this example, we use a common time-step for both
the FO and SO schemes, setting At = 0.026Ax. This choice of time-step is derived from
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(4.3.3), utilizing the bound [|0,f]], ||0,9|| < 2 specific to this example. We first compute
the solution at time ¢ = 4.0 using both the FO and SO schemes, and demonstrate that
the FO scheme solutions converge toward the SO scheme solutions as the mesh is refined.
This comparison is illustrated in Fig. 4.2, where subfigures (A), (B), and (C) display
the FO scheme solutions at progressively finer meshes, while subfigure (D) presents the
SO scheme solution. The results clearly indicate that the FO scheme requires at least a
fourfold refinement in mesh size to achieve a solution profile comparable to that of the SO

scheme, thereby emphasizing the significance of the SO scheme.

In Fig. 4.3, we display the numerical solutions at various time levels, ¢ € {8.0,12.0, 16.0,
20.0}, computed using both the FO and SO schemes with the same initial datum as in
(4.5.3). A comparison of the solution profiles reveals significant differences between the
results obtained from the FO and SO schemes. Furthermore, in Fig. 4.4, we provide the
1-D plots of the SO scheme solutions given in Fig. 4.3 (B), (D), (F) and (H), along the
diagonals y = £ —1 and y = 1 — £. These plots indicate that the solutions generated using
the SO scheme remain positive and exhibit L>°-stability, thereby confirming the theoretical

results.

Example 4.2. We compute the experimental order of convergence (E.O.C.) for both the
FO and SO schemes using the problem (4.5.1) and initial condition (4.5.3) described in
Example 4.1, and compare their performance. For uniform grids, we denote h := Az = Ay.
Since the exact solution to the problem (4.5.1) with the initial condition (4.5.3) is not known,
the E.O.C. is estimated based on the L!-error between numerical solutions computed on

successive mesh refinements with grid sizes h, h/2, and so on. The formula for computing

E.O.C. is given by
lon — PgHL1
v i:=log | ————2— | /log2,
lps = pullLs

where, p, denotes the numerical solution on the mesh of size h. The numerical solutions
are computed up to time ¢ = 0.2 for mesh size h € {0.05,0.025,0.00125,0.00625,0.003125}
in the computational domain [0, 10] x [—1,1]. Both the FO and SO schemes solutions are
computed with the same time step At = 0.026Ax. The results, summarized in Table 4.1,
indicate that the FO scheme achieves an E.O.C. of approximately v ~ 0.5, while the SO
scheme attains an E.O.C. of approximately v ~ 0.8. The relatively low E.O.C. observed
for both the FO and SO schemes is attributed to the possible non-smooth nature of the

exact solution. Nevertheless, the SO scheme demonstrates nearly twofold better accuracy.

Example 4.3. We consider the non-local Keyfitz-Kranzer (KK) system introduced in [14],
which extends the classical Keyfitz-Kranzer system from [122] to a non-local framework.

This two-dimensional system involves two unknowns, i.e., N = 2, with p = (p', p*), and is
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Figure 4.1: Example 4.1: initial condition p" for the problem (4.5.1).
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(c) FO, Az = Ay = 0.00625 (1600 x 320)
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(b) FO, Az = Ay = 0.0125 (800 x 160)
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Koo
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{0.23
: e == —— 0.00
1.0 2.0 3.0 4.0 50 6.0 7.0 8.0 9.0

(d) SO, Az = Ay = 0.025 (400 x 80)

Figure 4.2: Example 4.1: numerical solutions of the problem (4.5.1), computed with initial
condition (4.1). The results in (A), (B) and (C) are obtained using the FO scheme with
meshes of resolution (400 x 80), (800 x 160) and (1600 x 320), respectively. The SO scheme

solution is displayed in (D), computed on a mesh of resolution (400 x 80). All results are

shown at time ¢t = 4.0 with a common time step At = 0.026Ax.

Table 4.1: Example 4.2: numerical errors produced by the FO and SO schemes, applied to
the problem (4.5.1) with initial datum (4.5.3). The results are obtained at ¢ = 0.2 with a

common time step of At = 0.026Ax.

FO scheme SO scheme
he | llpn = pullr | v lpn = pall | v
0.05 | 0.63622 0.3036201 | 0.506055 0.6217728
0.025 | 0.5154761 0.3999979 | 0.3288709 0.7782156
0.0125 | 0.3906584 0.4629401 | 0.1917605 0.7862285
0.00625 | 0.2834251 - 0.1111939 -

given by

Oup" + 0 (p"p" (i p o p) + 0, (0% (1 x p*, ok p%)) = 0,
0ip* + 0u(p* " (1 pt, ek p?)) + 0y (p =0,

where the functions ¢! and ¢? are defined as

gOl (Al, AQ) = sm(A? + Ag),
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@ (x pty ok p?))

@2(31, By) = cos(Bf + Bg),
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Figure 4.3: Example 4.1: approximate solutions of the problem (4.5.1) with initial datum
(4.5.3), computed using the FO scheme (A, C, E, G) and the SO scheme (B, D, F, H). All

results are obtained using a common time step At = 0.026Azx.

and the kernel function p is given by

B iz, y)
W) = Ty dedy

~ 3
where f1 = (7’2 - (I2 + y2)) X{(m,y):12+y2§r2}(xa y)

and r > 0 denotes the radius of the support of . The system (4.5.4) fits into the general

framework of system (4.1.1), with flux functions in the form

FE 2y, p% mx p) = Rt (o pt o p?),

g (t, 2y, pF v % p) o= pFRP ok pty o p?),

ke {1,2},

where the kernel matrices n and v are given by

nzv:/“bo
0 w
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Figure 4.4: Example 4.1: 1-D plot of the SO solutions from Figures 4.3 (B), (D), (F) and
(H). The solution along the diagonals y = £ — 1 is shown in (A) and the solution along
the diagonal y = 1 — £ is given in (B).

and the convolution terms simplify to

nxp=vip=_(uxp, pxp’).

We conduct numerical simulations of the problem (4.5.5) using the initial condition

given by

0,0.4] x (0,0.4],
0.4,0] x (0,0.4],
0.4,0] x [-0.4,0],  (4.5.5)

(
-
-
€ (0,0.4] x [~0.4,0],

( (

( (
po(,y) = (po(=,9), (2, y) = 4 (3,1),  (a,

( (,

(

0,0), elsewhere,

as illustrated in Fig. 4.5. The computational domain is taken as [—1, 1] x [—1,1], with
out flow boundary conditions applied along all sides of the domain. The kernel radius is
set to r = 0.0125, and the approximate solutions (pi, p2) are evolved up to time ¢t = 0.1.
We compare the solutions obtained using the FO and SO schemes for different spatial
resolutions, with time step At = 0.05Ax. This time-step is chosen based on the CFL
condition (4.3.3), noting that

10, F* 1, 18,9"|| < 1, fork = 1,2,

in this example. In Fig. 4.6, the FO scheme results are computed on a (1600 x 1600) mesh,
while the SO scheme solutions are computed on a coarser (800 x 800) mesh. Similarly,
in Fig. 4.7, we compare the FO scheme solutions on a (3200 x 3200) mesh with the SO
scheme solutions on a (1600 x 1600) mesh. These results clearly illustrate that the SO
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Figure 4.5: Example 4.3: initial condition (4.5.5) for the KK system (4.5.4).
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scheme produces comparable solutions with half of the mesh size required by the FO
scheme. This highlights the effectiveness of the SO scheme solving the given problem
numerically. Furthermore, numerical results confirm that the SO scheme preserves the

positivity property and satisfies L°°-stability, in agreement with the theoretical analysis.

Example 4.4. In this example, we consider the non-local Keyfitz-Kranzer model (4.5.4)
and study the behavior of solutions as the radius of the convolution kernels approaches zero,
which is equivalent to the convolution kernels converging to the Dirac delta distribution.
This problem, known as the ‘singular limit problem’ has been explored numerically in
[19, 14], and theoretical results for specific cases have been established in |60, 64, 65].
However, analytical convergence results for the general case remain an open problem. It is
desirable that numerical schemes that approximate non-local models retain their robustness
under variations in model parameters. A recent study in this direction is available in [110].
In view of this, we examine the behavior of both the FO and SO schemes in the singular

limit regime. The corresponding local version of the Keyfitz-Kranzer system is given by

0" + 0u(p' ' (p',0%)) + 0y (P % (0", p*)) = 0, (45.6)
0 + 0u (P2 (01, 0%)) + 0, (P** (0", p*)) = 0.

We perform this analysis for convolution kernel radii » € {0.04,0.02,0.01,0.005,0.0025}
at different time levels ¢t € {0.03,0.07,0.1}. We compute the L! distance between the
solutions corresponding to the non-local (4.5.4) and local (4.5.6) versions of the KK system,
using the same initial condition as in (4.5.5). The non-local solutions are computed on a
(1600 x 1600) mesh, while the local model (4.5.6) is solved on a finer (3200 x 3200) mesh,
with both computations performed using the SO scheme. In all the computations, the
time step is fixed as At = 0.05Az, and the boundary conditions are same as those used in
Example 4.3. The results displayed in Table 4.2 indicate that the SO scheme solutions

converge to the local version as the parameter r approaches zero. Furthermore, we observe
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Figure 4.6: Example 4.3: numerical solutions p* and p? of the KK system (4.5.4) with
the initial condition (4.5.5), computed at time ¢t = 0.1 using (A, C) the FO scheme and
(B, D) the SO scheme. The FO scheme solutions are computed with a mesh resolution
(1600 x 1600), while SO scheme uses a resolution of (800 x 800). All results are computed
using time step At = 0.05Az, and the kernel function parameter is set to r = 0.0125.

that the rate of convergence of the SO scheme is higher than that of the FO scheme.

4.6 Concluding remarks

In this work, we propose a fully discrete second-order scheme for a general system of non-
local conservation laws in multiple space dimensions. The scheme is theoretically proven
to be positivity-preserving and L*>-stable. Numerical experiments clearly demonstrate the
superior accuracy of the SO scheme compared to its first-order counterpart, as illustrated
in Figs. 4.2 and 4.3 for a non-local scalar case, and Fig. 4.6 and 4.7 for a system
case. Furthermore, the numerical results in all figures confirm the theoretical properties
of positivity preservation and L stability. To illustrate this behavior more clearly, we
include in Fig. 4.4 the one-dimensional cross sections of the SO scheme solutions displayed
in Fig. 4.3 (B), (D), (F) and (H). We have also computed the experimental order of
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Figure 4.7: Example 4.3: numerical solutions p* and p? of the KK system (4.5.4) with
the initial condition (4.5.5), computed at time ¢t = 0.1 using (A, C) the FO scheme and
(B, D) the SO scheme. The time step is set as At = 0.05Ax, and the parameter of the
kernel function is taken as r = 0.0125. The FO scheme solutions are computed on mesh of
resolution (3200 x 3200), while SO scheme uses a resolution of (1600 x 1600).

convergence of the SO scheme in the scalar case and compared it with the FO scheme, as
shown in Table 4.1. We do not observe an E.O.C. close to two for the SO scheme, as the
underlying solution is not expected to be smooth. Nevertheless, we obtain an E.O.C. that
is nearly twice that of the FO scheme, confirming its enhanced accuracy. The robustness of
the SO scheme is further evaluated in the context of the ‘singular limit problem’ and the
results show that the SO scheme solutions approach the local problem as the parameter r
tends to zero, with a higher convergence rate compared to that of FO scheme, as is evident
from Table 4.2.
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Table 4.2: Example 4.4: L! distance between the solutions of the non-local (4.5.4) and
local (4.5.6) versions of the KK system with initial condition (4.5.5), computed using
both the FO and SO schemes on a mesh of resolution (1600 x 1600). The solutions to the
local problem are computed on a mesh of (3200 x 3200) cells using the SO scheme. The
kernel radii are chosen as r € {0.04,0.02,0.01,0.005,0.0025}, and solutions are computed
at times ¢ € {0.03,0.07,0.1} with a time step At = 0.05Az.

p' P’

Scheme
0.03 0.07 0.1 0.03 0.07 0.1

0.04 | 0.0937 | 0.1446 | 0.1575 | 0.0837 | 0.1344 | 0.1376
0.02 | 0.0576 | 0.0836 | 0.0882 | 0.0519 | 0.0790 | 0.0808
FO 0.01 | 0.0384 | 0.0519 | 0.0531 | 0.0344 | 0.0493 | 0.0496
0.005 | 0.0250 | 0.0317 | 0.0317 | 0.0225 | 0.0297 | 0.0293
0.0025 | 0.0179 | 0.0226 | 0.0239 | 0.0169 | 0.0208 | 0.0216
0.04 | 0.1323 | 0.2379 | 0.2839 | 0.1223 | 0.2262 | 0.2586
0.02 | 0.0843 | 0.1373 | 0.1511 | 0.0789 | 0.1327 | 0.1392
SO 0.01 | 0.0492 | 0.0749 | 0.0807 | 0.0462 | 0.0750 | 0.0787
0.005 | 0.0288 | 0.0390 | 0.0410 | 0.0263 | 0.0389 | 0.0395
0.0025 | 0.0115 | 0.0138 | 0.0137 | 0.0100 | 0.0133 | 0.0129
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A MUSCL-type central scheme for
conservation laws with discontinuous

flux

We are interested in the second-order discretization of the Cauchy problem for scalar

conservation laws with spatially varying flux:

u + f(k(z),u), =0 for (x,t) e R x Ry,

(5.0.1)
u(z,0) = up(x), for x € R,

where ¢ and z are the time and space variables, respectively and u = u(z, t) is the unknown
quantity. Here, the coefficient k(z) in the flux function f is allowed to be a discontinuous

function of the spatial variable x.

We refer to Chapter 1, Section 1.2, for a brief review of numerical techniques for (5.0.1).
As discussed there, the analysis of second-order numerical methods is particularly challeng-
ing; the only existing attempts at provably convergent second-order schemes are [44, 4].
Nonetheless, these studies rely on a non-local limiter algorithm to ensure the scheme is
FTVD (flux total variation diminishing). While effective, the limiter algorithm introduces
additional computational tasks compared to conventional second-order schemes. This
naturally leads to a question: Is it possible to design a relatively simple scheme, such as

one based on MUSCL-type spatial reconstruction, and establish its convergence to the
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entropy solution? To the best of our knowledge, this remains an open question, as also
noted in [44]. In this work, we aim to address this problem by proposing and analyzing a
comparatively simple second-order scheme, specifically, a variant of the Nessyahu-Tadmor

central scheme (see [137]) that employs the minmod limiter for reconstruction.

While upwind schemes provide higher-resolution solutions, they are often more restric-
tive due to the need for solving Riemann problems, either exactly or approximately, at mesh
interfaces. In contrast, central schemes, such as the Lax-Friedrichs (LF) scheme, offer a
significant advantage: they eliminate the need to solve Riemann problems, thereby reducing
computational complexity and making them more attractive for certain applications. For
problems of the type described by (5.0.1), a staggered Lax-Friedrichs central scheme was
analyzed in [116] and more recently in [118]. The second-order central scheme of Nessyahu
and Tadmor, introduced in [137], can be viewed as an extension of the first-order LF scheme
to the case where the flux function is continuous or, equivalently, where the coefficient
function k(z) in (5.0.1) is a constant. This scheme has been extensively studied further
in the literature; see [24, 133, 138, 143, 144]. We also note that in [29], a modification of
the NT scheme, namely the Kurganov-Tadmor [125] scheme, was adapted to handle the
discontinuous flux case arising in the modeling of continuous separation of polydisperse
mixtures, and its superior performance over a first-order scheme was computationally
illustrated.

It is well known that for conservation laws with discontinuous flux function, solutions
may fail to possess bounded total variation; see [3, 93]. In this case, as we described in
Chapter 1, Section 1.2, the singular mapping technique is the commonly used framework
for the convergence analysis of numerical schemes. However, applying the singular mapping
technique to second-order schemes is challenging due to the difficulties in obtaining a
time-continuity estimate in the absence of monotonicity of the scheme. This obstacle
was overcome in [44] and [12] by imposing a limiter on the second-order scheme, which
makes the scheme FTVD and consequently proving the time-continuity. Nevertheless, this
limiting algorithm may seem somewhat tailored, lacking the straightforwardness of the
standard slope-limiter methods. Since the proposed second-order scheme in our work is
free from such additional limiters, it becomes necessary to explore an alternative framework

for establishing convergence.

A key highlight of this work is the application of the theory of compensated compactness
to establish the convergence of the proposed second-order scheme. The compensated
compactness framework serves as a powerful tool for proving convergence of numerical
schemes, particularly in cases where bounded variation (BV) estimates are unavailable.
In this work, we employ the compensated compactness approach developed in Tartar’s

theory [79, 156]. This approach was previously employed in [116] to prove the convergence
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of the first-order Lax—Friedrichs scheme for scalar conservation laws with discontinuous
coefficients; see also [82, 112] for related developments. The convergence proof relies on
establishing a discrete maximum principle and deriving several key estimates to demonstrate
the le)iQ compactness of certain nonlinear terms involving the approximate solutions.
For the second-order scheme, these estimates are significantly more delicate due to the
presence of piecewise linear reconstruction in addition to the flux discontinuity, which
introduces further analytical difficulties. A central step in the analysis is the derivation of
a bound based on the concept of one-sided Lipschitz stability, as studied in [143]. This and
several other carefully constructed estimates play a crucial role in the overall convergence

result.

Further, to ensure the convergence of the proposed scheme to the entropy solution,
following the approach in [12, 166|, we incorporate a mesh-dependent term into the slope
limiter. The core strategy involves writing the time-stepping in the proposed second-
order scheme in a predictor-corrector form, where the predictor step employs a first-order
accurate Lax-Friedrichs time-stepping, and the correction terms guarantee second-order
accuracy. In broad terms, the mesh-dependent term in the modified slope limiter ensures
that these correction terms vanish as the mesh size approaches zero. Building on this idea,
we show that, as the mesh size tends to zero, our second-order scheme converges to the
limit of the first-order Lax-Friedrichs scheme, which was shown to be the entropy solution
in [116]. We note that the analysis presented in [12, 166]| relies on bounded variation (BV)
estimates of the approximate solutions. However, in the case of discontinuous flux, such
BV estimates are not necessarily available; see [3, 93]. In this context, a key novelty of
our approach lies in utilizing a weaker estimate, which we derive, to establish the entropy

convergence.

We have organized the rest of this chapter as follows. Section 5.1 provides preliminary
details related to the problem (5.0.1). In Section 5.2, we present the proposed second-
order central scheme. The compensated compactness theory is outlined in Section 5.3.
A maximum principle is proven for the proposed scheme in Section 5.4. Section 5.5 is
dedicated to deriving a priori estimates. In Section 5.6, using the compensated compactness
framework, we prove the convergence of the proposed scheme along a subsequence to a
weak solution. Section 5.7 establishes the entropy convergence of the scheme, via the
introduction of a mesh-size dependent term in the minmod slopes. Numerical results
are presented in Section 5.8 and conclusions are drawn in Section 5.9. The derivation of

certain crucial but lengthy technical estimates is deferred to Appendix C.1.
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5.1 Preliminaries

5.1.1 Notations

In addition to the notations defined in Chapter 1, Section 1.0.0.1, we use the following
notations throughout this chapter: For sequences {v;};cz and {w, i1 }jez we denote

AUH% = vj41 —v; and Aw,; = W1 — w1, respectively, for j € Z. Also for a € R,

denote a; = max{a,0} and a_ = min{a,0}. For a € R, the greatest integer function is
denoted by |a], and the sign function by sgn(a). Finally, ||-|| gy denotes the total variation

semi-norm.

5.1.2 Hypotheses

We assume throughout this chapter that the initial data ug is such that

up € L¥(R); up(x) € [u, @ for a.e.z € R, (5.1.1)
for some u, u € R such that u < u. Further, we impose the following assumptions on the
coefficient k£ and the flux function f.
(H1) For some k, k € R such that k < k the function k satisfies

k€ (BVNL®)(R) and k <k(z)<kforae recR. (5.1.2)
(H2) For each fixed k € [k, k], the map f(k,-) : u — f(k,u) € C®[u,u] and is strictly
convex. Moreover, there exists 7,7, > 0 such that 0 < v; < fuu(k,u) < 7, for all
u € [u,al.
(H3) For each fixed u € [u, 4], the map f(-,u) : k — f(k,u) € C?[k, k] with 0%, f = 0.
(H4) The map f, : k — fu.(k,u) € C'[k, k).

(H5) The flux f satisfies f(ky,u) = f(ko, @) and f(ki,u) = f(k,u) for all ky, ky € [k, k].
For multiplicative flux f(k,u) = kg(u), this assumption reduces to g(u) = g(u) = 0.

(H6) The coefficient k is piecewise C! and is discontinuous only at finitely many points,

say D = {x1,29,..., 20}

(H7) Crossing condition: For any jump in the coefficient k& with the corresponding left

and right limits k= and k! respectively,
f(kjr_nul) - f(k;wul> <0< f(k:r_wu2> - f(kr_mu2> = Uy < U,
for any states uq, us € [u, .
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Also, throughout this chapter we denote by x € R, a positive constant such that
Al full < . (5.1.3)

Remark 5.1.1. The analysis presented in this chapter is carried out under the assumption
that the flux function satisfies the strict convexity condition stated in H2. However, we

note that an analogous analysis can be performed for strictly concave fluxes as well.

5.1.3 Weak and entropy solutions

It is well established that the Cauchy problem (5.0.1) does not generally admit classical
solutions, even when the coefficient £ and the initial datum wuy are smooth. Instead,

solutions to (5.0.1) are interpreted in the following weak sense.

Definition 5.1.2. (Weak solution) A function u € L>®(R x R;) is said to be a weak
solution of (5.0.1) if it satisfies

//]R+ ugs + f(k(x),u)p,) dt do + /Rugqb(x,O) dz =0, (5.1.4)

for all test functions ¢ € D(R x R, ).

Weak solutions in the sense defined above need not be unique and an entropy condition

needs to be specified to choose the relevant weak solution.

Definition 5.1.3. (Entropy solution) A function u € L*°(R x R, ) is called an entropy
solution of (5.0.1) if for all ¢ € R,

//R (fu = el sgn(u = (k) = Fk.0))d) d dt+/R\u0—c]¢)(x,0) dz

//R\D IR, (x),¢)z|¢ dadt

30 [T 150 - b Ol a2 0
. (5.1.5)

for all non-negative test functions ¢ € D(R x R, ), where D is the set of discontinuities of

k as given in H6.

Remark 5.1.4. The uniqueness of the entropy solution, as defined above, was established
in [116] under the assumption of the crossing condition H7. However, in the two-flux case
(1.2.2) with unimodal fluxes and a single flux crossing, this assumption can be omitted

(see [46]). We note that our analysis can be extended to the setting of [46] also.

125



5.2 Second-order scheme

The spatial domain is discretized using a uniform mesh of size Az into intervals of the

form [xj_%,xﬂé] where ;1 —x;_

discretized into points t" = nAt for n € {0,1,...}. The ratio A = £= is kept as a constant

1= Azx. For a fixed time step At the time domain is

throughout. Further, the initial data wug is discretized as

o L[ @ de forjez
U; = —— Uglx)dr 1Ior ) € 4.
T Ax
I=2
Given the solution {u}};cz at the time-level ", we compute the solutions {u ! 1 Yiez, at

t"*! on the staggered grid following the approach outlined in [137] We

the next time level
begin with a piecewise linear reconstruction of the cell averages {u’} utilizing a minmod
slope limiter, as a step towards achieving second-order accuracy in space. At the time-level

t", the solution in each cell [z; 1,51 ) is then reconstructed as follows

~n n (l’ — xj) n
where the slopes are given by
n n 1 n n n n
o} = minmod | (uf,; — uf), §(Uj+1 —uj_y), (uf —ujy) |, (52.2)
the minmod function is defined by
sgn(ay) min {|ax|} if sgn(a;) =--- = sgn(a,)
minmod(ay, -+ , ay,) = 1skzm
0 otherwise.
Now, a finite volume integration in the domain [q:j 1, T4 1] x [t T yields
Tjt1 Tjt1 et
/ u(z, ") dr = / u(x, t") dz — / f(kjir,u(zj, b)) dt
T T t
J J tn+1
o o (5.2.3)
x. 1 Tj41
z/ e sy (z,t") dm—i—/ gy (v, t") dx
i Ti+d

= At (f by, 775) = ks, 7+))

using the midpoint quadrature rule in the time integration. Applying the definition (5.2.1)

n (5.2.3), we now write the staggered second-order scheme as
n+1l __ 1 n n . 1 n o ny )\ l{f n+1/2 k n+1/2 5 2 4
uj+% = 5(% +Uj+1) §(0j+1 Uj) (ki1 u G+1 ) — [ 5> Uj ) ) (5.2.4)
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where the mid-time step values are computed as

Y |
Wt = — sazfulbiu})oy, jEL. (5.2.5)

Alternatively, we can also express the scheme (5.2.4) as

n+1

1 n n n
Uip1 = 5(% Fuf) — A (g(ijrlauj-i-l) (k]7uj)) (5.2.6)

where g is given by
s 1
(]7 j) _f( R ] )+§O-j’ (527)
For a fixed mesh size Az, the piecewise constant approximate solution and the discretized

discontinuous coefficient k£ are represented by the pair

(UA(Z', t)> kA(aju t))

B (uf, k;) ifnis even and (z,1) € [z;_1,2;,1) ¥ [ttt (5.2.8)
(u;;%,kﬂ%)ifnis odd and (z,t) € [zj,x11) x [t", "),

where n € NU {0} and

1 Ti+d 1 A
k; = An 2k;(ac)daz: and k;, =% | k(z)dz. (5.2.9)

(NI

=g
Remark 5.2.1. When the slopes o; = 0 for all j, the scheme reduces to the first-order

Lax-Friedrichs scheme

n 1 n n n

afl = S ) = A (f ke uf) = f kg 0) (5.2.10)
considered in [116]. In other words, the scheme (5.2.4) is a second-order extension of the
scheme (5.2.10).

5.3 Compensated compactness

The main ingredient of the compensated compactness framework is a theorem given below,
the proof of which can be found in [116]. In the sequel, we will show that the proposed
scheme (5.2.4) meets the requirements outlined in this theorem. This will ensure the

existence of a convergent subsequence of approximate solutions generated from the scheme
(5.2.4).

Theorem 5.3.1 (Compensated compactness theorem). Assume that the hypotheses H1-
Hb5 hold true. Let {u°}.~o be a sequence of measurable functions defined on R x R that

satisfies the following two conditions:
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1. There exist a,b € R with a < b, both independent of €, such that

a <uf(z,t) <b for ae. (v,t) € R xR,

2. The two sequences
{51 ) + Quk(2), u%)ateso  and  {S2(k(x), u%)e + Qa(k(2), u%)a }eso,
belong to a compact subset of W, o> (R x RT), where
Si(u)i=u—c, Quk,u) = f(k,u) — f(k,c),

w (5.3.1)
Salk,u) = f(k,u) — f(k,e) and Qulk,u) := / (fulk. €))% dé,

for any c € R.

Then, there exists a subsequence of {u®}.~o that converges pointwise a.e. to a function
u € LR x RT).

To establish the W;JiQ compactness required by Theorem 5.3.1, we will make use of

the following interpolation result as well. For a proof of this result, see [78].

Lemma 5.3.2. Let Q C R? be a bounded open set. Let q and r be a pair of constants
satisfying 1 < ¢ <2 <r < oo. If A is compact subset of ngq(Q) and B 1s a bounded
subset of W17 (Q), then

AN Bis compact in W, *(Q).

loc

5.4 Maximum principle and L*>-stability

This section establishes that the approximate solutions ua, as defined in (5.2.8), satisfy a

global maximum principle, thereby yielding an L*-estimate as well.

Theorem 5.4.1. Let the initial datum uy € L®(R) with u < ug(z) < u, for all x € R.
Then, under the CFL condition

V21 (5.4.1)
2 )
and hypotheses H1-HJ5, the approximate solution ua (5.2.8) obtained from the scheme

Alfull < 5 <

(5.2.4) satisfies the global mazimum principle
u < ua(z,t) <a, (5.4.2)
for all (z,t) € R x R,. Consequently, the approzimate solutions ua are L>°-stable, i.e.,
Juall < Cuy = max{]ul, al}. (5.4.3)
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Proof. We use the principle of mathematical induction to prove this result. By the
assumption on the initial datum wug, the result holds for n = 0. For n > 0, suppose
uj € [u, ], for all j € Z. We will now prove that u"ﬂ € [u, u] for all j € Z. Adding and
subtracting the term f(k j 1, @ u), and usmg the hypothesm H5 (ie., f(kjz1,u) = f(k;,u)),

the difference f(k;i1,u ;Lj:f) f(k‘j,u nts ?) can be expressed as

Flkyen ) = Fhd) ) = flhyor 5 7) = F(hyan, @) + f(hy, @) — (k) )
= ful g+17Cy+1)( I%_“)""fu(kwgﬂ)( ;LJF%)
= fulkjrns Gan) (Wfy — @) + fulky, §) (@ — uf) (5.4.4)
- %)\fu(kfrla Whr) fulkjin, Gaa)ot

+ M ulhy, ) by, o

1

= nr+s e n 1 .
where (41 € I(uj:f,ﬁ) and (; € I(uj+2,ﬁ). From the expression (5.4.4), we get the

estimate

n

| Fhyn ) T2) = Pl ™) < I full (28 — w2 = wly) 4 AN ful) Pty — . (5.4.5)

1 1
From the CFL condition (5.4.1), we obtain 1 + k2 < 3~ k. This inequality, when
combined with the estimate (5.4.5) applied on the scheme (5.2.4), and (5.1.3), yields

n 1 n n 1 n n e n n n n
U]:% < 5(% + Uj+1) + Z|Uj+1 — Uy |+ Al full <2U —Uu; — Uj+1) + /\2||fU||2|uj+1 - Uj|
1

n n 1 n n T
< <§ - 'f) (uf +ujp) + (Z + “2> [Wfr — uj| + 2wu
1
< (5 — /4;) 2max{uj,uy  } + 2ku = (1 — 2x) max{u}, uj, } + 2ku < @.
(5.4.6)
By the CFL condition (5.4.1), 2x € [0, 1] and hence the term (1 — 2x) max{u}, u?, }

+ 2ku is a convex combination of points in [u, @]. As a result, the last inequality in the

previous equation holds true. Similar arguments as in (5.4.4), by adding and subtracting

l
the term f(kj1,w) in f(kjq1,u 7:12) f(kzj,uJ 2), gives another estimate

n—l— n
| (R uf) = flkyu)™ )I < N full (uf 4wy = 2u) + A ful )y — w7,

which subsequently yields the lower bound

U]:é > 5(% + Uj+1) - Z|Uj+1 - Uj| — Al full (Uj T Ui — QU) - )‘2||fu||2|uj+1 - Uj|
1 n n 1 n n
<§ - /€> (uf +ufy,y) — (4_1 + /<J2> uj, — uf| + 2ku (5.4.7)

1 n n n n
<§ - FJ) ((uf +ufiy) = [ufey — ufl) + 20

v

v
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= (1 = 2k) min{uj, uf } + 2ku > u.

The expressions (5.4.6) and (5.4.7) together yield the maximum principle (5.4.2). O

5.5 A priori estimates

In this section, we derive certain essential a priori estimates on the approximate solutions
obtained from the second-order scheme (5.2.4). These estimates form the foundation for

the convergence analysis presented in Section 5.6.

J
solutions derived from the second-order scheme (5.2.4). The details of this estimate are

First, we focus on estimating the term ., (u},, — u})3, where {u]};ez are the

outlined in the following lemma. The proof is lengthy and is provided in Appendix C.1.

Lemma 5.5.1. Assume {u] }jcz is such that |u;| < Cy,, Vj € Z, where Cy, is as in (5.4.3).
Let {uﬁé }iez be obtained from {u} }jez by applying the time-update formula (5.2.4). Under
the CFL condition

. N 1
A full < & < R O 5.5.1
Ifull < % < min { 750072 4000} (5:5.1)
the solution {u;‘;i }iez satisfies the estimate
D (AL <Y (Aug)h = siodn D (Auf )+ ks, (5.5.2)

JEL JET j€z
for all n > 0, where
U := 720 (Cug )2 || fuk || + 114N Clug )2 (| frall + (708(Clug)* + A8AILfull) N1 fullll fuk
+ (48N Clyo B + 132X%(Cup ) *v2 | ful | + 64N Fill 1R[] + 88Cug) All fill-

Next, we proceed to obtain a cubic estimate on the spatial differences of the approximate

solutions.

Lemma 5.5.2. (Cubic estimate) Let the initial datum ug € (L NBV)(R) be such that
|luol| < Cyy. For any fired T > 0, X > 0, define N := |T/At| +1 and J := | X/Azx] + 1.
Then under the CFL condition

£l < < i {

gl 1 7 N
5.5.3
75007y, 4000° 85 + 16C,,’ ’YQX} ’ ( )

with x := 228 4+ 13C,,, + 174C, 72 + 12(Cy, )*7e, the approzimate solutions generated by
the second-order scheme (5.2.4) satisfy the uniform bound

N-1

Ard Y Aut,, [P < C(X,T), (5.5.4)

n=0|j|<J
J+5€Z

for a constant C(X,T) independent of Ax.

130



Proof. We need to define a linear function g; 1 which interpolates g(k;, u}) and g(kji 1, u}, ;)

as follows:

Ag”.
_ +3
gj+%( ) (kﬁ u]) W(

it3

u —uj) for u € T(uj,uj,,),

where Ag}ﬁr = g(kjr1,u?yy) — g(kj,ul). Further, we consider functions S,Q : [k, k] x

[u,u] — R, with the property that 0,0 = 9,50,f. Now, we define a quantity E;?Jrl
2

associated with the pair (S, Q) as

E 1 = S(k]+ 5 +1)

i+ i+

(S(kwuy) + S(kj+1,u?+1)) + A (Q(kj—i-la U?-H) - Q(kp U ))
(5.5.5)

Our objective now is to reformulate ET‘Jrl in a suitable form, and use that to obtain the

2

2
desired estimate. We begin with rewriting E;?Jrl by adding and subtracting suitable terms,
2

as
n 1 n n
By = Skt -5 <S(kj+%,uj) n S(kﬁ%,uﬂl)) (5.5.6)
+ A (Q(kj+§7“?+1> - Q(kj+%7 U?)) + By + Ry,
where
1 " 1 .
Ry = ) (S(k i+ uj) + S(kj+§’uj+1)> D) (S(k’w“g) + S(kj+17uj+1)) (5.5.7)

= O(kﬁ% —kj) + O<kj+% — kj),
Ry = A [Q(kj—i-lvu?—l-l) — Q(kj,uj) — (Q(kﬂ%?“}ll) - Q(kﬂé’“}%))]
= O(k; — k1) + Olkyir — kyp1).

Now, we define parametrized functions for s € [0,1] as

u(s) = s ? (1— S)U?H,
() = 5 (u5) + ) = Aol ) = 9(u(s)),
(5.5.8)
( ,8) = ru(s) + (1 —r)u? uj,, and
g3 (r,5) o= 5 (u(s) + u(r, 5)) — A(@(u(r, 9)) ~ 9(u(s)).
These functions satisfy the properties
u(0) = gy g, u(l) = uy, uj+§(0) = ujq, uj+%<1) = u?ji,
2 (5.5.9)

u(0,s) = uj,y, u(l,s):=u(s), uj%((),s) = uH%(s), uH%(l,s) = u(s).



Next, using (5.5.8), we write

n 1 n n
S(ijr%auji;) ) (S(ijr%?uj) + S(kj+%7uj+l))

1

= [ Sutby ) (3200060 ) )5 = 5 [ Sl u(ou ).

Ag"

it3

(5.5.10)

Also, if @ is defined such that Q, = ug;. L1 = Sy—=——, then adding and subtracting
2

AU/ L1
]+§
appropriate terms, we get

QU3 = QU u)

= MQ(kj 1, ufyy) - Q(kﬁévu?))
+ A |:<Q(k'j+%7 U?+1) - Q(ijr%v U;L+1)> - (Q(kj+%7 uj) — Q(ijr%’ U?))}
1
=0 [ Sl () ()
1
A Stk u(6) (Fulhye ) =y (0661 ) (9 s
Now, in view of (5.5.10) and (5.5.11), and rearranging the terms, we write
Bl =1+ J+R{+ Ry,

where

Fim [ (a6 = Sy ) (4300 a0 ) (),

J = —A/Ol Sulkys1,uls)) (fu(kj+%, u(s)) — §;+l(u(s))> W'(s) ds.

Using integration by parts, J can be simplified as

T =T = A [Sulhy sy us)) (Flhypy(s) = gy (uls)))]

1
where J := )\/0 Suu(kﬂ%,u(s)) (f(kﬂ%,u(s)) - gj+%(u(s))> u'(s) ds. Further,
by adding and subtracting appropriate terms in (5.5.14), we obtain

J=J-x [Su(k],u?)(f(k],u?) - g(kja u?))
_Su(kj-l-lv U?Jrl)(f(kj-l-lv U?Jrl) - g(kj+17 u?+1))} + qu + RS?

where

R? == |:Su(k]+%7u?)f(k]+%a u?) - Su<kju uj)f(kju u?)]

+A [Su(ijr%a u?+1)f(kj+%,u’;+1) = Sulkjir, ujg) f(kjen, U?+1)]
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(5.5.16)



= O(kji1 — kj) + O(kj 1 = kji),

Sulls, ) = Sulkyy3,0)) 9y, )

Sulkjir, ufy) — Su(ijr%,U?H)) 9(kj+1, “?H)}
= O(kj 1 = k;) + O(kja — kyy1).

At this stage, equating the right hand sides of (5.5.5) and (5.5.12) and using (5.5.15), we

may write

By =1+J+ R" + R} + R" + RY, (5.5.17)
where we define
n n 1 n n
Ej+% = S(ijr%?uji;) - 5 (S(kjy uj) + S<kj+17uj+1>) (5-5-18)

+ A (Glhjir,ulyy) — Glkyj,ul))
Gkj uj) = Q(hy,ut) — Sulky, ull) (f(ky ul) — g(kj,ull)) .

Plugging in the derivative %uﬂ%(r, s) = —sAull (% - )\g;#(u(r,s))) in (5.5.13), the
2 2

term I can be represented as

I= —(Au?+%)21:, where (5.5.19)

Lim 3 J sSukyyge () (3= Mg (ur)) (5 + A7, (ul9)) ) ds .

2
Now, we set S(k,u) = %, and re-work on (5.5.17), specifically focusing on I and J.
Noting Sy, = 1, performing a change of variable z = u(s) and subsequently applying the

trapezoidal rule, the term J simplifies to

_ Uj+1 Uj+1
J:—)\/ f(kj+é,z)dz+/\/ §j+%(z)dz

1 n n n n
- _§>‘Auj+% [f(kj%’ ui) = g(kj uf) + f(kjpa,ufyy) — g(kja, uj-i—l)] (5-5.20)
A n
+ E(Auj+%>3fuu<kj+%a Cl)a
nt 1
for some (i € Z(uj;,uj11). Recalling the definition g(k;,u}) := f(kj,uj+2) + éo’? and

using Taylor series expansions in the second variable of g, we obtain

8
n 2 n 1 n n 2 1 n
(%’H) Ojp1 T g()‘aj+1aj+1> Juu(Kjz1,C3) + 8_)\Jj+17
(5.5.21)
1 n 1 .
for (» € I(u;‘,ugh) and (3 € I(u;‘H,uij), where af = f,(kj,u}), as in (C.1.4). By

adding and subtracting the terms f(k;,u}) and f(kji1,uf,,), respectively, and using

g(kj,ul) = f(kj,ul) — §(aj)20j + =Nt fuu(kj, G) + o0
)
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(5.5.21) we obtain

A 1
E(a’] )20? - g( a?O';L)2qu(kj7 G) = =%

+ (9(1’{:]'4-l - k])7

f(/{;]+1,uj) g(kj,uf) =

A ) (5.5.22)
f(k]+17u’j+l) g<kj+17u?+1> = §(a?+1) gn+1 8(>‘ag+1 j+1) fuu(kji1,C3)
1
_ 50?_’_1 + O(kij_i_% — k‘j+1),
Further, substituting (5.5.22) in (5.5.20) yields
T 1 n )‘ n n )\ n n 1 n 1 n
J — _§AAUJ+% |:§(a’]>20-] + §(aj+1)2 ]+1 8_>\0] — 8_)\(7j+1:| (5523)
3 +1 n 0j
E)\(Au 1) (}\aj+1 (Aﬂn )) + </\aj <Aui 1))
.7+2 J+3
4
+_fuu(k:j+%7 Cl)} + O(kj—l—% —kj) + O<kj+% — k1),
1
:—AU 1A1+16 ( n%)3A2+O( 1—]€)+O<k]+%— j+1)>
where we define
Ay =0l + 0l — AN (al) ol — AN} (al ) oy, (5.5.24)

2 2
o? o 4
Ay = (Aa]H (AJII >) + (Aa;? <Aufl )) + gfuu(kj+%,§1).
v

Now, we concentrate on the terms A; and Ay. The hypothesis H2 along with (5.1.3) give

us
4 4
Ay > 3 and  |Ap| < 2k% + 372 (5.5.25)
Next, introducing the notations
; kit ki . Ut un n (L on
k?]ur% R N T T S and (j, 1 = fu(kj+%,uj+%), (5.5.26)
and using the Taylor expansion of f, about the point (l;:j +1 ﬁ;ﬁrl), we obtain
2
n ~n 1 1 n
a; = aj_;_% - 5( j+1 = )fuk(clb <4) ( Ujpr — ')fuu<c47 <4)7
1 (5.5.27)
CL;-Z_H = &7+% + 2( j+1 )fuk(657c5) ( ]+1 7TL)fuu(c57<5)‘
where ¢, € I(k],k]+ 1), ¢5 € I(k‘JH, +1), Ga € I(uf l) and (5 € Z(uf, ”+ ). From

these, we obtain
(a?>2 - <a?+%)2 T _(Au?+%>2(fuu(c47 C4))2 +3 Au 1fuu(c47 C4) + O<Ak )

(AU?JF%)Q(fuu(CS; G))* + dj+%Au?+%fuu(c5, () + O(Akﬁ%)a
(5.5.28)
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Further, using (5.5.28) and the notation g := Aa? ,, the term A; in (5.5.24) can be
2

reformulated as
Av= (1= 45%) (0] +0}4y) = AAuf, 1) As + O(Aky, ), (5.5.29)

where

Ay = AB-2T f (e G) — 4Bt

Aul 1 fML(C47 C4)

A

i+3 j+3
=+ A(fuu(c47 C4))20-;L + )\(fuu(cf); C5))2O-;‘1+1
Replacing the term A; in (5.5.23) with its expression (5.5.29), J can be rewritten as

(5.5.30)

J= 16(Au )2 (1—4p%)

(0} +0741)
I — —A(Au ) (AQ - ./43)
Aug, 16 (5.5.31)

—i—O(/f 1 —k)—FO(/{jJr% —kj+1)+O(Akj+%),

Next, we focus on the term I in (5.5.19). The choice S(k,u) = % simplifies I as

2
A
1 n 2 ngr
1= () (2)\Au 2) . (5.5.32)
J+3
Ag?, .
Here, using (5.5.21), the term ——= in (5.5.32) can be expressed as follows
Agﬁ;
— = =L+M+N, (5.5.33)
Au™
J+3
where
I — f(kj+17 U?Jrl) - f(kjvug)
‘ Au’;% ’
(s (e = ) = 0} (e = )
M= L2+l 8\ J \2\"j 8\
N = 1 (()‘a?+1‘7?+1>2fuu<k'+lv CS) - (Aajo-;l)QfUU(kj7 C2))
8 Au ’

+1
Next, in order to simplify L, we consider the following Taylor series expansions

1. ~n 1 7. ~n 1 n 1. "
f(kj7 u]) f<kj+%7 UjJr%) - §Akj+%fk(kj+%7 ujJr%) - QAuj+%fU<kj+ ) ]+2>

1 n
+ g(Auj+l)2fuu(C6a C6) + O(Ak]Jr%),

5.5.35)
‘ . T
f(kj-f—l? u;'l—i-l) = f(kj+ ) ) + 2Ak]+1fk( j+%7uj+%) + §Auj+%fu(kj+%7uj+%)
1
+ g(Au?Jr%)?fuu(C% (r) + O(Aky, 1),
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where ¢g € I(k?],l{fj+ ) Ccr € I(k]_H, ﬁ_ ) C@ € I( ) C7 S I( Ujyq, n+2)_ NOW, in
view of(5.5.35), the term L in (5.5.33) reads as
O(Akj, 1)
L= a 1 + = AU (fuu(c77 C7) = fuu(cs, G6)) + TQ (5.5.36)
i+
Further, the expressions in (5.5.28) allow us to write the term M as
Ag”
1 /1 1 2 it3 ﬁ n n
M= A (g a 56 ) m ) (Uj+1qu(C5; )+ gj Juuleas <4>) (5.5.37)
1 O-;l-‘rl 0-;1 n 2
—3 (A (m) (AU]Jrlfuu(Cs,(s)) —A (Au” 1) (Auj%fuu(%fzx))
]+§ ]+§
O(Akj, 1)
Au;‘l%
Combining the expressions (5.5.36) and (5.5.37), we may write (5.5.33) as
Ag” 1 Ac” O(Ak, 1)
J+2 2 its Jt3
1—-4
A, =B+= ( 5)A + Ay + A (5.5.38)
+3 itz Jt3

where we define

v A2, (e, o) = Fandeo,G0)) = A5 (031 (s, ) 07 Fuulenn )

_1 (AJ—:I) (AAW s fua(es, G5))* — (AZ§+1>(AM L funl€1,61))* | + AN.
2 ’ (5.5.39)

In view of (5.5.38), the expression (5.5.32) now reads as

F— M — a1 - L (2T 2—6 it (5.5.40)
B A 16 Au™ Au® o

i+ it+3

1 no )2 2 AUﬁz 2
_g(Auj_'_%) —.A4 854‘(1—45 ) Ay —4(./44) +O(Ak§+%>
Yt
Further, combining (5.5.31) and (5.5.40), we write
= 1
NV RN\ Ak
I+J 3 ]+§(Au]+§) 169+ A(Au?, ) +O(Akj, 1) (5.5.41)
+ O(kj+% — kj) + O(k i+3 kjs1),
where
Ao Ag”
n 1 Jt+3 J+§ (0 +o —H)
Moy i= (145 11— 51 =459 (m) — B+ (A " ) nar, |
]+§ +§ +2
(5.5.42)
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A Aq)?
S Eun“ +38 A(A;z . (5.5.43)
it+3 /

Jt3

=Ay, — A3 + 16

]+

Now, our immediate aim is to reformulate the expression (5.5.41) in the form

T 1 ~n n n
I+J=—¢2 j+%(Auj+%) 1—683+1)\(Au 1)° + O(Aky, 1) (5.5.44)
+ O(/{j_,_% —kj)+ O(kj_i_% — k1), (5.5.45)

with the coefficients 1" ! ,0™ . > 0. To achieve this, we begin with decomposing the term

Az as

Jr

As = As + O(Akjy 1), (5.5.46)

where we define

-’Zl?) = 46AJ:1 fuu(c5ac5) 6 fuu(c4a€4)]
]+2 ]+2
Afualen, G232, , — 2a7) ( o )
v e Au]+2

+A fuu(cs, G5) (24}, 2a]+2) (Ao-;jll >] .

j+i
Here, the term Aj can be bounded as
|As| < 8% (|B] + ). (5.5.47)

This is derived using (5.1.3) and the hypothesis H2, along with the fact that 0 < ’* L <1

]+2
(see (5.2.2)). Using the same arguments, we obtain a bound on the term 4, in (5.5.39) as

1 k2 1 . . . .
where Cy := —+ K+ —+ §>\Ou072- In addition to this bound, we also need to split A, into
a suitable form. To do this, we rewrite the term AN in (5.5.39) by using the expressions

for fuu(kj, ¢2) and fuu(kjs1, (3) taken from the Taylor expansions given in (5.5.21),

AN = E1 + Es + Ejs, (5.5.49)
where
n+i n+ i
(f(kﬁlv j+1) f(’%“j 2)>
E1 = )
Au™
It3 (5.5.50)
o ) = fl) (@ () — ahep?)
2 . Au‘?—*—l ) 3 - 2AU;L+1 :
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Adding and subtracting Af(k;, u; +1 ) to the numerator and applying the mean value

theorem, we may write E; as

O(Ak’ ) A "+1 o”
Ey = A—U ) + /\fu(kw CS) ( - 5 @jt1 A; — 4 AU,ZL ) ’ <5551>
Jt3 .7+2 Jt+3
for some cg € Z(kj, kjr1) and Gz € Z(u; nt3 , uﬁ?), where we have used the definition of

1
uj:f from (5.2.5). Similarly, adding and subtracting A(f(k;,u},,)), we may write F, as
2

N A fu(ksj, Co), (5.5.52)

it+s
for some ¢y € Z(k;, kj1) and (g € Z(u}, uf,,).

Now, substituting the expressions for Ej, Ey and Es from (5.5.51), (5.5.52) and
(5.5.50), respectively, and using the relations (5.5.27) and (5.5.35) for the terms f,.(cs, (1),
fuu(cs,C5), fuu(cs, C6) and fuu(cr, ¢7), the term Ay can be reformulated as

O(Akj. 1)
Aur

2

Ay = A+ (5.5.53)
where Ay 1= A} + A2 + A3 + A} + A5 + A5, and

./Lll = %)\ [fu(kj+1,g“11) + fu(kj, CIO) 2fu( ]Jr , U +l)):| ’

~1 O—n ~1 n
= -\ J+1 (af, —aH%) + Au’]l (aj+% —aj)] :
+% i+3
- 1 o’
Al = —g/\2 Aé_;rl (4( aly)? +4(af, ) SaJHaJJr >]
L™ i3
TESCR (4 + 4@, = sazar,, )|
8 |Au" , ity SR
L 2
A= Ml Go) [1- 2 ((any o252 o ?
79 9 j+1Au u"
J+ ]"!‘5
( J+1< ]+1) a? ;l

AG = =Mk, Go),  Af =)\

2Auj+2

Using (5.1.3), (5.4.3) and the fact that 0 < 5+ - < 1, we easily obtain the bounds

a+7

ALl <2k, |Af| <4k?, A3 <4k AL < K(1+R),
A3 <k and |AS| < 20,2
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and hence
Ayl < Cis, (5.5.54)

where C : =4+ (9 + 2C,,, ). Upon rewriting (5.5.43) using the expressions (5.5.46) and
(5.5.53) for Az and Ay, respectively, we arrive at

O(Ak;,1)

en 1 :én 1 +
j+§ ]+§ Aun 27

(5.5.55)

where we define

6“44 A4-/Zl4
e +8AAU?+1. (5.5.56)

0;1+% = ./42 - A3 + 16

Analogously, in view of (5.5.53), (5.5.42) yields
O(Akj, 1)
e e
,r]]+§ n]+§ A’U]?—’_%

where we define

= (1= 487 |1— =1 - 4p?) it
T/j+% T 16 A n—"—l
Ao n
B ~ i3\ (0 +074)
(8 + A1) (A " 1) 2Au’.‘+1 7

2 ES

(5.5.57)

2

Hence, we obtain the desired reformulation (5.5.44) of (5.5.41).

Next, we show that 7] , > 0 and 6’” 1 > 0, for all j € Z. First, we consider the term
77]+1, and note that 1 — 452 > 0, by the CFL condition (5.5.3). Now, using the bound
(5.5.54), a portion of the term 7!, 1 can be bounded as

2

A(T 2 AO’” n n
1 5 it 5 i+i (of +0711)
1 16(1 45°) (Au’? 1) (B+ Ay) (A - I (5.5.58)
Jt3 +2 +§
Ao Ao™
]_ 1 ]-i—l ~ ]—‘,—
> (2 — —(1—4p8 2| _ ‘ A
= (2 TRy 1| |”B+“44’> N
Jj+3 Jjt+3
’ Agn E ‘—I— (0}1+0}"‘+1)
2 2
Ao"
1 1 41
D o 2 J+3 ‘ .
> (2 16(1 45°) — \5+C’1f£|) Au ;:,l >0
2

Here, we use the bound (1 4+ C)k < %, that follows from the CFL condition (5.5.3).
Thus, we obtain 77 > 0, for all j € Z.
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Now, collecting the estimates (5.5.25), (5.5.47), (5.5.48) and (5.5.54), we deduce that
~ 4
9;:_% > 5’71 — 8’72(|6| + /{) — 16|5|’720() — 872%0()01 > v >0, for all] €7, (5559)

gk
} 247, (2(1 + Cp) + CoCY)
also obtain an upper bound on 07 ,, by invoking (5.5.25), (5.5.47), (5.5.48) and (5.5.54),

as follows

for At < Axz. We

as the CFL condition (5.5.3) implies that r <

. 4
0", 1 < Cy, where Cy := 2k + 3t 8k72(2 + 2Cy 4 CoCh). (5.5.60)
2

Finally, in light of the equation (5.5.44), the expression (5.5.17) reduces to
n 1 n n n
S<k7j+ ) I}) 5 (S(k U i)+ S(kj+17uj+1)) + A (G(kj+17uj+1) - G(kj)uj)))
1 ~n n n
:—g j—i—%(Auj-i-%) E9+1)\(Au ) +(I)j+%,
where ©; 1+ = O(Ak; 1) + O(kj 1 — kj) + O(kjs1 — k1) Summing (5.5.61) over n =

2
0,1,...,N —1and j+ % € Z with |j| < J, and with the choice S(k,u) = % yields

(5.5.61)

N-1

1 1
3 (uj\’)2 -3 Z (u2)? + A Z (G(ky, ) — G(k_y,u™))) (5.5.62)
1< li|<J n=0
| Nl N-1
L D 3L MRS Sb op WO
n=0 |j<J n=0 |j<J
J+5 €L J+5€Z
e, N-1
n n 3
MR B S UV 3B SR
n=0 |j|<J n=0 |j|<J
J+2EL J+5 €z
Rearranging (5.5.62) and taking into account 7 0 (see (5.5.58)), it follows that
| Nl
nn n 3
— e D aMa,)? (5.5.63)
n=0 |j|<J
J+35 €L
1 1 N-1
=5 > () - 5 > W) =N (Glhy,uf) = Glhoy,u )
|j|§J l7l<J n=0
—62 > o, A(A ) + C5N || k|| 5v-
n=0 |j|<J
]+§€Z
for some constant C3 > 0.
Now, summing (5.5.2) of Lemma 5.5.1 over n =0,..., N — 1, we see that
1 N—-1
n 3
n= 0|ﬂ<J n=0 j+5€Z

J+5€Z



N-1 N-1

<2000 (@)t = (e ) + 3 Kl

n=0 ]—i—%EZ n=0
, N
<D oA )T = (Auf), + Y Ylklsy
jez jez n=0
N-1
< Z(Au?_%)i + Z V(K] v,
JEZ n=0

< 2[|uollluoll v + Y|kl 5v N

The estimate (5.5.64) derived above, together with the bound 7 < 9]”+ , < () given in
(5.5.59) and (5.5.60), applied to (5.5.63), yields

N—-1
1
— A D (Aug )t (5.5.65)

n=0|j|<J
J+5€Z

% > (ud)? - % ST () - A Z_ (G(ky,u) — G(k_y,u™)))

lj1<J lil<J

IA

125 C 125 C
+ == =2 (2 uoll||uo]| 5v) + (——Q‘I’N + C3N> 1%l Bv
4 7 4 7

1 125 C
< g lhol*(27 +1) + 20IGIN + =22 (2ol ol av) (5.5.66)
1

125 C
+ <——2quv + 03N) k|l v -
4 m

Observe that
N-1 N-1
A S Awr = arY S ((Au )t (A ). (5.5.67)
n=0 |j|<J n=0 |j|<J

J+5 €L J+5€EL

Now, using the estimates (5.5.64) and (5.5.65) in the above equation, we obtain the desired
estimate (5.5.4) with

Cy Cy 32 9
C(X,T):=—1000( 1+ —= — X
(1) = 21000 (14 22 Juollualaw + 3 ol
32 1 C
+ —|IG||T + 5 T <5OO\IJ+5OO—2\IJ—|—1GC’3) |kl Bv,
AN A%y Bl
when Az < (4, for a constant Cy > 0. This concludes the proof. O

Now, we derive a quadratic estimate on the spatial differences of the approximate

solutions.
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Lemma 5.5.3. (Quadratic estimate) Let the initial datum uy € (L™ N BV)(R) be such
that |lug|| < Cy,. Consider the cell-average approximate solutions {u}} generated by the
scheme (5.2.4) and define

n 1 n 2 1 2 AUJT'LJr% ’
Jt+3
n AU?+% ?—5‘1 +Jn
s\ aur, | T ama, | PR )
i+3 ity

2 2

with 5;‘+% = )\d;?+%, where a7, and 4 _, are as in (5.5.26). If the CFL condition (5.5.3)
holds, then we have:

(i) I/;.:_% >0 forj €Z, and

(i1) For any fized T, X, N and J as in Lemma 5.5.2, the following estimate holds:

Az Z > v V7 (A 2<K(X,T), (5.5.69)

n=0 jEZ

where K(X,T) is a constant independent of Ax.

Proof. Recall the expression (5.5.17):

By =1+J+ R+ Ry + Ry + Ry, (5.5.70)

+2
where I and J is as in (5.5.19) and (5.5.14), respectively. Choosing S(k,u) = f(k,u) —
Ag?
f(k,c) in (5.5.19) and using the fact that g} 3

_ JT3
1 n )
+4 Ay
2 it

I'=—(Auj,,)? i—( m) //sfuu 415U (r,s)) dsdr,

Now, owing to hypothesis H2, we expand f,, in the second variable about the point

we write

(k’j 1 ﬂ;?Jr ;) using a Taylor series, and write the term I as
2

1 n 2 Ag]‘f’* 3
I=—2(Au],,) 2\ Fuu(kjps @a) + O((Augy 1)) + OBk, ),

Auj+%
(5.5.71)

where @? , is defined as in (5.5.26). The above expression uses the fact that

2

~n o 1A n 1 1 AAg‘]"F* 1 A n
Uy (r8) =Wy = g AU (1= s(l+7)) - Au? s = r)fuy
JT3

= O(Aul, ) + O(Dky ).
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Further, the choice S(k,u) = f(k,u) — f(k,c) and the trapezoidal rule of integration along
with (5.5.22) simplify J in (5.5.14) to
= / Py u(3)) (£ (5)) = 3541 () ) () s

= ——A

= =28 [y ) Py wi) — g, uiy)

+ Fuulhysy ,J>( (yy ) = glkz i) | + O((Duz, 1))

:_§A“j+ fuu (K j+is ]+1 ( ]+1 ]+1 8()‘%+1Uj+1)2fuu(kj+1vCB)_8_>\Uj+1)

+ ﬁl,uj)(g(a?) o7 = 00 ol 0) — 107 )|
+O((AU, 1)) + O(Bky 1) + Ohyys — k) + Olhy s — k).

Again, noting that o, o7, are O(Au? . ), replacing (a?)® and (a7, ,)? from their expression
n (5.5.28), and subsequently expanding fuu in a Taylor series about the point (k;, 1 i1 +1)

the term J reduces to

o1
T = Ay (L= 47 0)) [l g )00+ Funhyg ) y] (5.5.72)
+ O((A“ﬂ%) ) + O(Akﬁ%) + O(kj+% —k;) + O(k J+3 kjs1)
(0f41 + Un)

1 n \2
_ E(Auﬁ%) (1-— (5 ) ) fuu(k J+30 J+ 1) Au]

+2
Now, we note that the term

A
1 n 2 gJJr
_g(AuH%) 1-— (2)\Auj 2) ’

+2

Which appears in (5.5.71), is nothing but the value of I obtained with the choice S(k,u) =
%, see (5.5.32). Therefore, we replace this term in (5.5.71) with the right-hand side of
(5.5.40). The resulting I of (5.5.71) is added with the term .J in (5.5.72), to yield

Aoc” 2
;1 no )2 1 2 its

it3

(5.5.73)

AO’ n n
n .7+2 (0 +0]+1)
_(6j+%+"44) (A n1>_ 2An;

2 2

fuu(kj+%7 ﬂ;:_%)(Auj_’_%)z
+ O((Au;%)?’) +O(Akjy 1) + Olkjes — k) + O(kyp1 — ki),
where A, is as in (5.5.39). Since A, = O(Au}ﬂrl) (see (5.5.48)), the term above turns into
I+J= —V;L+%(Au?+%)2 + (’)((Au?+%)3) +O(Akjy 1), (5.5.74)
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where Ve ! is given by (5.5.68). Now, to show that V”+2 > 0, first we first observe that
— (ﬁ” )2 > 0, by the CFL condition (5.5.3) and fy,(k J+1,u ) > 0, by hypothesis H2.
This, together with an argument similar to (5.5.58) now 1mphes that 1/] > 0. Finally,
observing that R? + R} + R? + R} = O(ijr% —k;) + O(kj+% — kjt1) (see (5.5.7) and

(5.5.16)) and calling the expression (5.5.74) in (5.5.17), we write
E;L+% = —vi 1 (Augy

+ O(kj+% - kj+1).

)2+ O((Au}, 1 )°) + O(Akj 1) + O(kyy 1 — Kj)
2 : : (5.5.75)

Recalling the notation (see (5.5.18)),

1
By, = Syt = 5 (S0, u) + S(hisn @40) + A (Glhyin ) — Gl u))

summing (5.5.75) over n = 0,1,...,N — 1, j + § € Z with [j| < J, and multiplying by

Ax, we obtain

AJ}Z > v (A ) (5.5.76)

n=0 |j|<J
Jt+5 €L
1
< Az Z B (S(k37uj) + S(kjt1, u g+1)) Az Z S(kj+%7uj]\jr%)
jl<T gl<T
J+2ez J+5EL
N—-1 N—-1 N—-1
+AEY Ghogu ) — ALY Gk ) + KAz Yy Y AP (5.5.77)
n=0 n=0 n=0 |j|<J

J+5€Z

+ KQNAI”]C”B‘/,

for some constants K, Ky > 0. Finally, since [|S|| < 2|/f]| for the choice S(k,u) =
f(k,u) — f(k,c), using the cubic estimate (5.5.4) from Lemma 5.5.2 and the boundedness
of G in (5.5.76), we obtain the desired estimate (5.5.3), with

1
K(X,T) = 8X|[f| +2|G|T + K1C(X, T) + L Ko [k 50T,

and C(X,T) is as in (5.5.4), thus completing the proof. O

5.6 Convergence of the second-order scheme

As a first step in proving convergence to a weak solution, we provide the Wlf)iZ compactness
in the following lemma, which is necessary for applying the compensated compactness

result in Theorem 5.3.1.
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Lemma 5.6.1 (W, "*compactness). Let uy € (L NBV)(R). Under the CFL condition

loc

(5.5.3), for the approximate solutions ua in (5.2.8) and the pairs (S;,Q;) considered in
(5.3.1), the sequence of distributions

{Si(k(2), ua)e + Qi(k(2), un)z} aso

is contained in a compact subset of Wloi (R x RY), fori=1,2.

Proof. Suppressing the index of (5;, @Q;), we denote

L2 = —(Su®), + Q(k(x),u™),)

which is defined by the action
£ (f) == t T dzd > 5.6.1

for ¢ € W, IOC(RXR+). Using ka as defined in (5.2.8), we add and subtract S(ka(z), ua) and
Q(ka(x),ua) in the integrand of (5.6.1), which in turn allows us to write £2 = £2 + L2,

where

/]m/ — S(ka(z),ua)) ¢y do dt

" / ) / (QUk(). us) — QUka(x), ua)) b, de dt,
(L2, ¢) = /]R+ /]R (S(ka(z),un)pr + Q(ka(x),un)d,) do dt.

Now, we consider a bounded open subset 2 of R x R, and let X > 0, T" > 0 be such
that Q C [ X, X] x [0, T]. Further, choose smallest integers J, N € N such that JAz >
X + Az, and NAt > T. Additionally, define S} := S(ka(z;,1"), ua(z;,t")) = S(K}, u}),
QF = Q(ka(z;, t"), ua(z;, t") = Q(k}, u7).

Let ¢ € (1,2) and p = Ll Now, applying Holder’s inequality to the term (L2, $)
q —
with ¢ € W, (), we obtain

AA : _
EL%KE P)| < lim UBxSI + 0@ [[E = kallza@ I @llwpr @) = 0,

from which we can conclude that

{£A}is compact in W™9(€) for any ¢ € (1,2). (5.6.2)

Next, we focus on showing that {£2}as¢is compact in W=4(Q) for some ¢ € (1,2).
We begin with applying summation by parts to expand the term <£~A, ¢> as

< Z Z / /ﬁi x),un)dr + Q(ka(z), un)p,) dz dt.

n=0"|j|<J 3
]+ €L

tn+1

K\D
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- i Z [/:H1é ST (9(x,tns1) — o(, 1)) da

n=0 |j|<J 2
Jt+5€Z

+ ](m1+169? (¢(xj+%,t)-— ¢(xj_%,t)> dt]
=2 /WH%351¢@,NAwdx_ S /WH%S%N%OMM

gl "3 IE R
Jt+5€Z J+5EL
N—1 z; T
—1 —1
-y ¥ / (57— 5271 ol ta) da +/ (57— 521 bl ta) da
n=1 |j|<J -1 Zj
J+5€L
N-1 bl
S [ @ - @) oyt
n=0 |j|<g 7t
J+5€Z

Further, denoting ¢% := ¢(z;,1") and adding and subtracting suitable terms, we write

<E&@:<ﬁﬁ¢>+<Eﬁ¢>+<ﬁ§¢>+<ﬁé¢>+<ﬁﬁ¢> (5.6.3)

where
<Lo>:= Y /”2 SN g(x, NAt da — Y /”2 SOp(x,0)dz,  (5.6.4)
lil<d T4 i< < %%
J+5€EL J+2ez
N-1

<>=3 % / (7 = 571) (6 = 0l 1) d,

n=1|j|<J Y%

<Lpo>=> % /“‘ (57 = s (67 = o, 1) da,

N tn
<Bho>=Y X [T (@n -t @ - etann)

n=1Jjl<g “tn

j+2stez
N-1 1
AA e _ n n __ — n—1 n—1 n—1 _ n-1
<Lyo>=-Ar> Y ¢ <Sj > (sﬂ% +Sj_%> +/\<Qj+% Qj_%>).
n=1 |j|<J
Jt+5€Z

Hereafter, we set S(k,u) = Sa(k,u) = f(k,u) — f(k,c), Q(k,u) = Qq2(k,u) =
LA (fu(k,€))* d€. The proof for the case Si(u) = u — ¢, Qi(k,u) = f(k,u) — f(k,c)

follows analogously and is omitted. Now, using a change of index, we write the term
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< L2 ¢ >in (5.6.3) as

N-2
e n n 1 n n n
<Los=ary X oS- gt Q- @) a5
n=0 |j|<J
j+]"%1ez

Proceeding as in the proof of Lemma 5.5.2 (see (5.5.5)-(5.5.19)) and using the same

notations, we can write

mn 1 mn n n
St = 5 (S +57) + A (@ — @) (5.6.6)
= T T = A(Sully, ) (f (k) = gl )
= Sulkjr, uj ) (f (kjrrs ujyy) — g(kj+1>u?+l))) + Ry + Ry + Ry + Ry

Now, invoking (5.6.6) in (5.6.5), we write

<Ly O>=<Ly, 0>+ <Ly o>+ < L3>, (5.6.7)
where we define
N-2 -
Lno>=) D, Awgifi(I+7), (5.6.8)
n=0 |j|<J
j+2ez
R N-2
<Lfyo>i==>0 D0 AvgmHA(Sulkyu) (F ks, ) — gk, )
n=0 |j|<J
j+2ez

- Su(kjﬂa u?+1)(f<kj+1> U?ﬂ) - g(ijrla u?+1)))7

N-2
<Lyo>=3 S Awr (Fr+ o+ Ry + B2)
n=0 |j|<J
j+2tez

At this stage, by summarizing (5.6.3) and (5.6.8), we write

@%¢>:<Eﬁ¢>+<£ﬁ¢>+<ﬁﬁ¢>+<f$¢> (5.6.9)

+<‘C41’¢>+<‘C 27¢>+<£437¢>7

and proceed with the proof of compactness of £2 in two steps.
Step 1 (Compactness of £4 1 £A3 and £5): Using (5.5.74) from Lemma 5.5.3, we write

< L2 6 >= Z > Awgr (—y;.;%mu;g%f +O((Aur )P + O(Akj+%)) .
n=0 |jl<J
jHnez

(5.6.10)
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Again, the cubic estimate (5.5.4) from Lemma 5.5.2 and the quadratic estimate (5.5.69)
from Lemma 5.5.3, together with the hypothesis H1 yield

N-2
< Lipo > <Azfo] Y > V;;%(Au;;%)Q (5.6.11)

n=0 |j|<J
j+Eter
N-2 N-2

KAzl Y D 1A P KA Y D Ak
n=0 |j|<J n=0 |j|<J
J+EeL j+itlez

< Kslloll, for ¢ € Co(9),

1
and some constants K1, /Cy > 0 and K3 := K(X,T) + K,C(X,T) + XICQHkJHBVT. Here,

Co(€2) denotes the space of continuous functions on 2 that vanish at the boundary.

In the next step, we estimate < £~4A73, ¢ > for ¢ € Cp(Q2) by recalling (5.5.7), (5.5.16)
and using hypothesis H1, as

N-2

< L350 >| < I9l1Ca Yy Ax|lkllny < Ksllg]), (5.6.12)

n=0

K
where C5 := HkHBVTZLT and K4 > 0 is some constant. Combining the bounds (5.6.11)
and (5.6.12), we obtain the following estimate

L3 me, 1£85]amey < Ke = max{Ks, K5}, (5.6.13)

as M(€), the space of all bounded Radon measures on €2, is the dual of the space
(Co(Q), ||-lse) ( see [132] for more details). Similarly, dealing with the term < £&, ¢ >, we

obtain a bound
1£5 [ meey < K, (5.6.14)

as|< L&, ¢ >| < Kr||¢|| for some constant IC; > 0. By Sobolev’s imbedding theorem (see
Lemma 2.55, page 38 in [132]), we have the inclusion M(Q) C W~14(Q) with compact
imbedding for ¢ € [1,2). Consequently, from (5.6.13) and (5.6.14), it follows that the sets

{ﬁﬁl}A>0, {Eﬁg}Aw and {£~OA}A>0 are compact in W 4(Q), V¢ € [1,2). (5.6.15)

Step 2 (Compactness of L&, £5, £5 and /jfg): We first derive some estimates useful in
bounding the term < £2,¢ > in (5.6.3). Observing that

1

n—z
2

u, {—u

j+3

n—

A A
. n—1 n—1 n—1 n—1
i —’Auj —§fu(k;j+%,uj+%)aj+%+§fu(kj, U

< |AufH (1 + k),

NI o=
N|=
<
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we derive the following bound

[uj =) |
1 n—1 n—1 1 n— n—1 n—1/2 n—1/2
< ‘§(U-+% - Uj,%> - g(gﬁé - ‘7],%) —A <f(k7]+%7uj+% ) — f(kjflvu -1 ))‘
1 n—1 n—1 1 n—1 n—1
S e s EH G iR
n—1/2 n—1/2
‘A <f +1s Uﬁ% ) — f(kj—%auj_% ))
1 n—1 _% ”_%
< 5*1 A |+ ALl ARy |+ | =7

3
< |Au?~ 4 ( +/<;(1+m)> + M| frll | AK;].

Again, using the above estimate, we obtain

187 = SETal < MISklllk; — Ky g |+ 1Sulllf — w7
< NSkl = sl + KsllSulll Awf ™ + [1Su | M fll Aks],

3 ~
where Kg := - + k(1 + k). Using this estimate in < £2,$ > and subsequently applying

the Holder’s inequality, we write

<Bos=Y Y Kellsulidur 1|/ 67 — ol 1) da
n=1 |jl<J
]-‘r EZL
N-1 ;i
£33 (ISl = kgl ISR [ 165 - otasta)]ds
n=l |j|<J i-b
J+5E€L
1 N-1
< 5K D0 D ISullaw lgles At
n=1 [j|<J
J+5€EL
1N—1
550 D7 (ISkllks = kgl + 1SN LFell 1Ak ]) gl Azt
n=1 |j|<J
J+5€L
2
3

ol

N-1 N-1
Ax E g | Ault? E E 1

n=1l|j|<J n=1|j|<J
J+5EL Jt+5 €L

IA

1 "
sl Sullllllog Axts

1 «
o1 ISKNT + [[SulIA &l T) &l 5y o llcg Az,
for ¢ € C§(2), which denotes the space of Holder continuous functions. Finally, invoking

Lemma 5.5.2 in the previous inequality, we obtain

< 220> < Lo )RS, ||<4XT) l6llcp Az (5.6.17)
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1
+ oy ST + 1Sl AIT) Kl sv (|9l cg Az® - ford € CF(S2).

Now, by the Sobolev’s imbedding theorem (see [2]) we have the inclusion VVO1 P(Q) — C§(Q)
for a € <0, 1- —} Consequently, for a fixed a; € (2/3,1) and p; = —=—, there exists a
constant K, > 0, such that

19llcer @) < Ko ll@llyrom ) ¥ ¢ € Wo™ (2). (5.6.18)

Using (5.6.18) in (5.6.17) amounts to

4XT _2
< £80 > < 5C00TIRG K [ ’ [¢ll2m gDz
1 (5.6.19)
+ o3 Ko (ISKIIT + ”Su”)\ka”T) 1l v @l o () Az
This implies that
. ~ /A . a1—2 @ 2
iliﬂonﬁl ||W—1,q1(Q) < EE%)(KQAI 173 —i—/CloAI 1) =0 for q1 = 1+ 041' (5620)
where
4XT 1
= S SIS ey L, (15 + IS
5 2
From this, we conclude that {££}a~¢ is compact in W=1(Q), for ¢; = € (1,2).
aq

In an entirely analogous way, we obtain that the set {£5}as0 is compact in W41 (Q).

Next, we consider the term < ﬁﬁz, ¢ > from (5.6.8), and apply summation by parts to

write

<Bos=arY Y (614 = 011 Sulhs, ) (ks ) = gy, ).

j—*

n=0 |j|<J
j+idlez
(5.6.21)
From the expression (5.5.21) in the proof of Lemma 5.5.2, we deduce that
1. .. 1
)‘|f( Jo ]) ( K ] | = )‘)2 g()‘ajo—j)2fuu(kj7<2) - 8)\ ] < Kll’Au ’
(5.6.22)

/12

1 1
where Ky = 5 - ZCuOF»'Z%)\ + g Inserting the estimate (5.6.22) into (5.6.21) and
observing that A||S,|| < A||full < K, we apply Holder’s inequality on (5.6.21) along with
the cubic estimate (5.5.2) of Lemma 5.5.2, to obtain

2/3 1/3
R N=-2 N-2
(L5, 00 < KKup | Az > A2 AzdS S jaw | (5.6.23)
n=0 |j|<J n=0 |j|<J
j+itez j+rtlez
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2/3

N-—-2
3a
< KKnCGT)S | Aat 39920 S 3

n=0 |j|<J
j+7z+1 GZ

1 42 4XT
< KK C(X, T)3[6]lp (M) sw_fcuwuca@w)

AXTN
(T with C'(X,T) as in Lemma 5.5.2.

W=

for ¢ € C§(Q2), where K1y := kK1,C(X,T)
To get the penultimate inequality in the above estimate, we have used the facts that
X+ Az < JAz < X 4+ 2Az and (N — 1)Ax < T. Now, arguments similar to those in
(5.6.17), (5.6.19) and (5.6.20), give compactness of {ﬁﬁZ}A>0 in W=h41(Q), for the same
@1 € (1,2) as in the case of £ and L5

Next, we consider {EN:?}, and obtain an estimate on the term < ﬁ?, ¢ > using the

observation
Q= @ < 1@ullkyry — Bymyl+ @l A,
as follows
a+1 2T
< L8, 6 > < Nllcg (Ax) | Qll[| k] v ‘Az (5.6.24)

wl
win

N—1 N-1
+ ASlleg (A 3 Qull | Az ST ST jawr B S Y

n=1 |j|<J n=1|j|<J
j+Eez J+5 €L

2

R ez AXT \ 3

< 2/|6llog (A2)* |QulIEN 5y T + ACH|llog (Az)™+E [ Qu (—)\(Ax)Q)

Now, with the same arguments leading to (5.6.20), we conclude that the set {£5} s is
compact in W19 (Q) for the same ¢; € (1,2) as in the case of £2, £5 and £~4A72.

By summarizing Steps 1 and 2, we conclude that the collection {EA} A0 18 compact in
W14 (Q), where ¢; € (1,2) is as given in Step 2. Furthermore, combining this result with
(5.6.2), we deduce that

{£2}Asois compact in W™H4(Q), for ¢ = ¢, € (1,2). (5.6.25)

Now, owing to the L> boundedness (5.4.3) of the approximate solutions ua (Theorem
5.4.1), it is straightforward to see that {£2} is bounded in W=7 () for any r > 2. Finally,

applying the the interpolation result Lemma 5.3.2 we conclude that
{£2}Asois compact in W™12(Q).

Since ) is an arbitrary bounded open subset, it follows that {£2}A¢ is compact in
W, 1*(R x R,). This completes the proof. O
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We now present the weak solution convergence result for the proposed scheme (5.2.4),

in the following theorem.

Theorem 5.6.2. Let the initial datum ug € (L°NBV)(R) and {ua}aso be the approzimate
solutions (5.2.8) obtained from the second-order scheme (5.2.4) under the CFL condition
(5.5.3). Then, there exists a subsequence { A, }men with nll_rgo A, =0 such that {ua,, }men
converges strongly to a weak solution of the problem (5.0.1). i.e.,

Un,, Am=0 e TP (R x RT) for any p € [1,00) and a.e. in R x R,.

loc

Proof. Consider a sequence {A,, },en such that n%l_l)r{lxj A,, = 0. Now, Theorem 5.4.1 and
Lemma 5.6.1 allow us to use the compensated compactness result from Theorem 5.3.1 for
the sequence {un,, }men. Hence, there exists a subsequence, again denoted by {A, }men,
such that ua,, — u pointwise a.e., as m — oo. Therefore, for any p € [1,00), it follows
that |ua,, —ul? — 0 as A, — 0, pointwise a.e.. Since the approximate solutions satisfy the
L*-estimate ||ua|l < Cy, by Theorem 5.4.1 and the limit u € L>°(R x R, ) (by Theorem
5.3.1), it follows that |ua — ul? < (Cy, + ||u||)P. Consequently, applying the dominated

convergence theorem, for any compact set K C R x R, we have

. . D — .
ilin)OHuAm uHLp(K) 0, or equivalently, (5.6.26)
una,, Am20 in LY (R x Ry)for anyp € [1,400).

loc

Finally, employing a Lax-Wendroff type argument [128] which uses the the L>°- boundedness
of {ua}aso and the strong convergence ua, — u from (5.6.26), we can show that the

limit w is a weak solution of (5.0.1). This completes the proof. O

5.7 Convergence to the entropy solution

In order to show the entropy convergence, we follow the approach of [166, 167]. As the
first step in this framework, we derive an entropy-convergence result for numerical schemes

in the predictor-corrector form:

unJrl _ -—n+l1 n+1 4 a;LJrl7

i T Yt T N
approximating (5.0.1). This result builds on the idea of Theorem 3.1 in [166], incorporating
essential modifications to address the discontinuous flux case, as detailed in the following

theorem.

Theorem 5.7.1. Suppose that a numerical scheme approzimating (5.0.1) can be written

i the form:
n+l _ =n+l _ n+l n+1
upy = U —agh +aj", (5.7.1)
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where

(1) {E?ji }iez s computed from {u}};cz using the Lax-Friedrichs scheme (5.2.10) as
2

—n+1

1
uj+% - §(u? + U?-H) —A (f(kjﬂa u?+1) — f(kj, Uj )) (5.7.2)

(1) |a§"+1| < KAz®, j € Z for some constant IC > 0 which is independent of Ax and for
some a € (3,1),

(111) The approximate solutions ua obtained from the predictor-corrector scheme is bounded
in the L>®-norm, and for any fized T > 0,X > 0, with N = |T/At] + 1 and J :=
| X/Ax| + 1, satisfies an estimate of the form

N—-1
Ard > Aur P <c, (5.7.3)

n=0 |j|<J
J+5EL

for a constant C' independent of Ax and converges pointwise a.e. to a function u €
L>*(R x Ry).

Then the limit u of the approximate solutions ua generated by the scheme (5.7.1) is the
entropy solution (5.1.5) to the problem (5.0.1).

Proof. The first-order Lax-Friedrichs scheme (5.2.10) used to obtain u”j_“l satisfies a discrete

cell entropy inequality (see [116] for more details) given by:

| +} —c| - §|Uj+1 —c| - _|Uj —cl+A (F(kj+17uj+17 c) — F(k?gaujac))

i+3
~ vsign(@ ]~ O)(F(kyen.e) — Flks.0) <0,
for F(k,u,c) :=sgn(u — c¢)(f(k,u) — f(k,c)). This in turn implies that

n+1

1 n n
§|uj —cl+ A (F(kj+1,uj+1, c) — F(kj,uj,c))
- )\|f(kj+1,0) - f(k],C)l S 0.

Now, consider a non-negative test function ¢ with supp(¢) C [—X, X]| x [0,T7], let N =
|T/At] +1, J = | X/Az] + 1 and denote gzﬁ;.‘% 1= ¢(x;,1,1"). Adding ]uyié — ¢/ to either
side of (5.7.4), multiplying it with Axgz5?+1 and summing over n = 0,1,..., N — 1 and

@ — el = Sl — el -

(5.7.4)

J+ % € Z with |j| < J, we obtain the following inequality

Ax Z Z ¢]+1 |u"Jrl —c| - —Ax Z Z o, |uJ+1 (5.7.5)

n=0 |j|<J n=0 |j|<J
J+5eL J+5en
1 N-1
—§AI’Z Z ;l+ Cl sz Z ¢n 1)‘|f +1a ) ( ) )|
n=0 |j|<J n=0|j|<J
Jj+5ezL J+5EL
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N-1
+ Ax Z Z Qb?_;,_%)‘ (F(kj+1>u?+1>c> o F<k.77u]7c)) < j?
n=0 |j|<J
J+5 €L
where

J = sz Z < “ﬂ — | — |u"+i —c|>.

n=0 |j|<J
Jt+5€Z

First, we show that the term J — 0 as A — 0. For this, we consider the function
u2 3
?—i—%, lf|u|<1, U,—C)

and for a fixed ¢ € R and € > 0, we define S (u) = €S(
It is easy to see that S. — |u—c| as € — 0, uniformly in the supremum norm. In particular,

S(u) =
ul, ifful>1 :

Se(u) —|u—c| =0, if|lu—c|>c¢, and

3 (5.7.6)
|Se(u) — Ju—c|| < 26 if |lu—c| <e.
Upon adding and subtracting suitable terms, J can be written as
where
n+1 —n-+1
sz > 9 ( i) SE(“J%)) ’
n=0 |j|<J
J+5€Z
=8 S g (- - si)).
n=0 |j|<J
J+35€L
Ty = —Ax Z > o (st —d = sia).
n=0 |j|<J ’
J+5 €L
Now, (5.7.6) implies that for ¢ < At?,
NANNAES —EAQ«“Z Z gl < 5 Atl|¢l[(8XT),
n=0|j|<J
J+5 €L
and hence
ilg%) Ji = ilg%)‘% = 0. (5.7.8)

Further, the convexity of S, gives us

Sc(urth) = St < Sir) (W} —u"+1) Sl (art —artl) . (5.79)

i+s its i+ J J+t
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Using (5.7.9) in Jp and applying summation by parts, we obtain the following inequality

N-1
To<dad S artt (of sy - o Sl (5.7.10)
n=0 |j<J ’
J+5€Z

Now, adding and subtracting the term A:m?j:llgb? P Sé(u;zi) inside the summation in the
2 2

RHS of (5.7.10), we have Jy < J& + J?, where

Y S wie, (S = Siweth).
n=0 |j|<J
J+5€Z

N-1
To=aeY S ait (o —or,) Sl .
n=0 |j|<J
Jt+5€L
Using the assumption that |a§bjfll| < KAz® for j € Z, along with the condition supp(¢) C
[— X, X] x [0,T], we apply Holder’s inequality, followed by (5.7.3), to obtain the following

estimate for J":

N
e < K(Az) |6 [1S!] sz STawtHP | {Aad] S

n=0 |j|<J n=0 [|j|<J
j+”eZ J+5EL

1 8XT 1 a—* 1" 3 %
k(Ao (At) < KB R olllstICH (8XT)E.

w
—
w

Now, since a > % by assumption, it follows that || — 0 as A — 0. Next, it is
straightforward to see that

=,
L% ’AAIAtEZ 2: ?L1<J_L;ng S% )
n=0 |j|<J

]“F?EZ

1 !
R (B2)*[0: | Sl 8XT,

by which we conclude that | 72| — 0 as A — 0. Therefore, EH%) Jo < 0. This, together
—
with (5.7.8) applied on (5.7.7) imply that

lim J < 0. (5.7.11)
A—0

Finally, using (5.7.11) and proceeding as in the proofs of Lemmas 5.3 and 5.4 from [116],
it is easy to show from (5.7.5) that

//R ) (Ju — c|¢y + sign(u — ¢)(f(k,u) — f(k,c))¢g) da dt (5.7.12)

/\uo—c\qﬁx 0) d:){:+//R\D)X]R+ (x),¢)|¢ do dt

155



M [oe)
- Z/O | [k ¢) = [k, ©)d(zm, t) dt >0,
m=1

where D is as in H6. This concludes the proof. O]

Remark 5.7.2. We emphasize that the entropy convergence result in Theorem 3.1 of [166] is
based on a BV-estimate for the approximate solutions. However, for conservation laws with
discontinuous coeflicients, BV-estimates need not be available in general (see [3]). In this
context, as a key novelty of our approach, we show in Theorem 5.7.1 that a significantly
weaker cubic estimate of the form (5.5.4) is sufficient to establish the desired entropy

convergence.

Now, our strategy essentially is to use Theorem 5.7.1 to prove the convergence of the
proposed second-order scheme (5.2.4) to the entropy solution. To this end, we note that

the scheme (5.2.4) can be written in the predictor-corrector form

—n 1 n n n n

U]ié = 5(16] -+ uj-i-l) - A (f(k]url, qu) — f(kj, u])) , (5713)
n+1 —n-+1 n+1 n+1

wipy =W~ Ayt

with the correction terms

n n+3 n 1 n /\2 n 1 n
@t i= A (Pl ™) = () + <o = (—Efu(kj,gj)fu(kj,uj) + g) o,
(5.7.14)
1
for some (; € Z(u7, u?+2 ). Next, we modify the scheme (5.7.13) by redefining the slopes
(5.2.2) as
1

o} = minmod ((U?H - u?), §(u?+1 — u?_l), (u? — u?_l), sign(u}ﬁrl — u?)l@(Ax)a ,

(5.7.15)
for some constants K > 0 and a € (%, 1). With this modification, it is direct to see from
(5.7.14) that the correction terms {a?*'};cz in (5.7.13) satisfy the estimate

|| < K(Ax)?, (5.7.16)

1 1\ -
for j € Z, where K := 5)\2||fu||2 + §> KC. Finally, we conclude this section with the

entropy convergence result, stated below.

Theorem 5.7.3. Let the initial datum ug be such that uy € (L N BV)(R), with u <
up(z) < @, for x € R. Under the CFL condition (5.5.3) and hypotheses H1-H7, the
approximate solutions {ua}aso (5.2.8) obtained from the scheme (5.2.4) with the modified
slopes (5.7.15) converge to the entropy solution (5.1.5) of the problem (5.0.1).
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Proof. Since the second-order scheme (5.2.4) with the modified slopes (5.7.15) can be
reformulated in the predictor-corrector form, it suffices to show that the hypotheses (i)-(iii)
of Theorem 5.7.1 hold true. From (5.7.13), it is clear that the predictor step employs the
Lax-Friedrichs time-stepping, thereby confirming the validity of condition (i) in Theorem
5.7.1. From (5.7.16), it follows that with the slope modification (5.7.15), the hypothesis
(ii) of Theorem 5.7.1 also holds. Finally, observing that the L>°- estimate (5.4.3) (Theorem
5.4.1), the cubic estimate (5.5.4) (Lemma 5.5.2), the W;_1* compactness result (Lemma
5.6.1), and the convergence theorem (Theorem 5.6.2) remain valid with the modified slopes
(5.7.15), it follows that hypothesis (iii) is also satisfied. Now, an application of Theorem

5.7.1 yields the desired convergence to the entropy solution. O

Remark 5.7.4. In the implementation of the numerical scheme, the slope modification
(5.7.15) is not really required. This is because, for any given mesh-size Az, we can choose
K > 0 large enough so that the modified slope (5.7.15) reduces to (5.2.2). In particular,
for mesh sizes Az > € for some fixed € > 0, we can choose K = 2C,, e, where C,, is as
given in (5.4.3). For more details, see [131] (p. 158, below Eq. (26)), [166] (p. 68, below
Fig. 3) and [165] (p. 577, Remark).

5.8 Numerical experiments

In this section, we present numerical experiments to illustrate the performance of the
second-order scheme (5.2.4) in comparison to the first-order Lax-Friedrichs scheme (5.2.10).
In the following, we denote the second-order scheme (5.2.4) by SO and the Lax-Friedrichs
scheme (5.2.10) by LF. Alluding to Remark 5.1.1, we focus on examples where the flux
function is strictly concave, as these are the types of fluxes most commonly considered in the
literature. We divide the computational domain into cells of size Az. The CFL condition
(5.5.1), required for proving the convergence of the SO scheme, is highly restrictive and
need not be optimal. Therefore, to compute the time-step At, we impose the less restrictive
CFL condition (5.4.1) (which ensures the maximum principle). In each test case, both the
LF and SO solutions are computed with the time-step corresponding to the SO scheme.
Also, we apply absorbing boundary conditions in both the examples.

Example 5.1. We consider an example from [112], where the flux function in (5.0.1) is
given by:

3 ifz <0,

flk,u) = ku(l —w), k(z) = . (5.8.1)
1 ifz > 0.

The discontinuous flux (5.8.1) is depicted in Figure 5.1(a), where f;(u) = 3u(1l — u) and
fr(u) =u(l —u).

Note that there is no flux crossing in this case and the crossing condition H7 holds
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0.7
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0.2 0.10]
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0.0 0.001
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
u u
(a) Example 5.1 (b) Example 5.2
Figure 5.1: The fluxes to the left (f;) and right (f,) of z = 0.
0.9 o LF 0.91 o LF
0.8 o SO 0.81 o o SO
0.7 Reference Reference
0.6
®0.5] s
0.41
0.31 !
0.2 £S
-1.0 -05 ' 1.0
X X
(a) t=0.8 (b)yt=1.6

Figure 5.2: Example 5.1. Numerical solutions obtained by evolving (5.8.2) with Az = 0.04
and At = L

750"

trivially for (5.8.1). We set the initial condition as the constant function
ug(z) = 0.15, (5.8.2)

and compute the numerical solutions in the domain [—1, 1] with a mesh of size Ax = 2/50
at the time levels ¢ € {0.8,1.6}. Here, the reference solutions are computed with the LF
scheme using a fine mesh of size Az = 2/1000. The results are displayed in Figure 5.2.
We observe that the SO scheme exhibits lower numerical diffusion and provides a more

accurate approximation of the solution, especially near the discontinuities.

Example 5.2. Next, we consider an example studied in [134], where the flux function in
(5.0.1) is of the form

1(u) forx ,
FOH (@), u(w, 1)) = H@) fo(w) + (1 H@) fitu) = 4 1 ore <0 (5.8.3)
fr(u) forx >0,
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Figure 5.3: Example 5.2. Numerical solutions obtained by evolving (5.8.5) with Az = 0.16
and At = 0.008.

with

~ 2u(l — )

fl) = = _2u(1—u)

() = 2A Y 5.8.4
The discontinuous flux (5.8.3) is depicted in Figure 5.1(b), where we note that the crossing
condition H7 is satisfied by (5.8.3). We set the initial datum to be

09 ifz<0,

0.2  otherwise.
and compute the solutions using Az = 8/50 at the time levels ¢t = 1.0 and t = 2.0,
which are compared in Figures 5.3(a) and 5.3(b), respectively. The reference solutions are
obtained with the LF scheme on a fine mesh of size Az = 8/2000. As shown in Figure 5.3,

the proposed SO scheme yields more accurate solutions, in comparison to the LF scheme.

5.9 Concluding remarks

In this work, we have proposed and analyzed a second-order numerical scheme based on
MUSCL-type reconstruction for conservation laws with discontinuous flux functions, where
the flux may exhibit multiple discontinuities. The scheme features a simple formulation in-
spired by the Nessyahu-Tadmor central scheme. We employ the framework of compensated
compactness to establish the convergence of the proposed scheme. This analysis requires
several key estimates, which we carefully derive by exploiting the structural properties of

the numerical method.

The uniqueness of solutions to conservation laws with discontinuous flux is a topic

of considerable interest, and various approaches exist in the literature. In this chapter,
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we focus on a Kruzkov-type entropy condition equivalent to the vanishing viscosity
solution approach. We establish the convergence of entropy solutions by incorporating
a mesh-dependent parameter into the scheme. To the best of our knowledge, this is the
first comprehensive convergence result, including entropy solutions, for a MUSCL-type
reconstruction scheme applied to conservation laws with discontinuous flux. The numerical
solutions presented in Section 5.8, where we compare the proposed second-order scheme
and the first-order Lax-Friedrichs (LF) scheme, clearly indicate the superiority of the SO

scheme over its FO counterpart.
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Conclusion

In this thesis, we studied the design, analysis, and numerical validation of second-order
accurate schemes for a broad class of conservation laws with spatially dependent, non-
local or discontinuous flux functions. A key objective was to address the analytical and
computational challenges introduced by the non-locality and flux discontinuities, and to
develop high-order discretizations that remain robust in such settings. To this end, we
developed second-order schemes based on MUSCL-type spatial reconstructions, coupled
either with multi-stage time-stepping methods like Runge-Kutta or single-stage techniques
such as MUSCL-Hancock and Nessyahu-Tadmor. Particular care was taken to handle the
non-local or discontinuous dependencies in the flux function, ensuring that the schemes

not only provide formal second-order accuracy but also admit rigorous theoretical results.

In Chapter 2, we developed second-order MUSCL-type schemes for scalar non-local
conservation laws arising in traffic flow modeling. Two time-discretization strategies were
proposed: a Runge-Kutta (RK-2) method and a single-stage MUSCL-Hancock (MH)
variant. For the RK-2 scheme, convergence to the unique entropy solution was established
through a sequence of estimates, an application of Kolmogorov’s compactness theorem,
and a mesh-dependent modification of the minmod limiter. Both schemes demonstrated
improved accuracy and stability over first-order methods. Notably, numerical results
showed that the MH scheme performed slightly better in terms of computational efficiency,

although a theoretical convergence proof for it remains elusive.

In Chapter 3, we focused on a broader class of non-local conservation laws with a general
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(possibly non-monotone) convolution kernel and a general flux function. We proposed a
single-stage MUSCL Hancock (MH)-type second-order scheme and rigorously established
its convergence. The construction of the scheme involved a careful treatment of discrete
convolutions, in both the predictor and corrector stages of the MH scheme, which was
crucial both for second-order accuracy and for enabling theoretical convergence analysis.
Numerical experiments confirmed the improved accuracy of the MH scheme compared to
first-order methods and also demonstrated its superior computational efficiency relative to

Runge Kutta-based two-stage schemes.

In Chapter 4, for systems of non-local conservation laws in multiple space dimensions,
we proposed a fully discrete second-order (SO) scheme. We proved that the scheme is
positivity-preserving and L*°-stable. Numerical results supported the theoretical findings
and demonstrated that the SO scheme offers significantly improved accuracy and robustness
over a corresponding first-order (FO) scheme. Additionally, in the context of the so-called
singular limit problem, the SO scheme showed a stronger convergence to the local model

as the non-local interaction parameter r tends to zero, outperforming the FO scheme.

In Chapter 5, we established the theoretical convergence of a second-order MUSCL-type
scheme for a general class of scalar conservation laws with discontinuous flux functions.
The scheme is inspired by the Nessyahu—Tadmor central method and is analyzed within
the framework of compensated compactness. Several essential estimates, including a
cubic estimate, are derived by carefully exploiting the structure of the numerical method.
These estimates serve as critical components in the compactness argument. Adopting
a Kruzkov-type entropy condition, we incorporate a mesh-dependent parameter in the
slope reconstruction step to ensure convergence of the proposed scheme to the entropy
solution. Furthermore, we prove that the cubic estimate, although weaker than a bounded
variation estimate, is sufficient in the entropy convergence, thereby generalizing the entropy
convergence framework of [166, 167]. Numerical experiments support the theoretical
findings and confirm the superior accuracy of the proposed second-order scheme compared
to the first-order Lax—Friedrichs method.
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Appendix A

A.1 Proof of Theorem 2.3.1

Proof. By Theorem A.8 of [108]), for each fixed ¢ € [0,7] and for any sequence &; — 0
there exists a subsequence, again denoted by &;, such that {u, ()} converges to a function
u(t) in L (R).

loc

Now, consider a countable dense subset E of the interval [0,7]. By a diagonalization

argument, we can extract again a subsequence (still denoted by &;) such that
/|u5j(t,x) —u(t,z)|dr - 0as & — 0, fort € E. (A.1.1)
B

Let € > 0 be given. Then there exists a positive § such that wTBS < ¢ for all 5 < 4. Fix
t € [0,7]. By the denseness of F, there exists a t;, € E with |t;, — t| < 6. Therefore, by
(2.3.3)

/ fug(t, ) — ulty, )| dz < (|t — ts]) + OE)
B

Se—i—(’)(é) forégf
and by (A.1.1)

/|u§j1 (th, z) — ug, (tr, z)|dx < e for §;,, &), < € and ¢ € E.
B
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Further, applying the triangle inequality, it yields
/B|u€j1 (t,x) — Ug;, (t,2)| da
< /B|u§j1 (t7 ZL‘) — Ugy, (tk’ [E)| dz + /;|u§j1 (tk’ :L‘) — Ug, (tkv I)| dx

A — Ue. d
+ /Blugm (tg, x) U, (t,z)|dx
<wr (|t —tkl) + O(&,) + e +wr (|t — t]) + O(E,)

< 3e+ O().

This shows that ug(t) — u(t) in Li

loc

(R) for each t € [0,7]. Finally, by the dominated

convergence theorem it follows that

sup /|u5(t,a}) —u(t,z)|dz as £ — 0.
B

t€[0,T]

This completes the proof. O

A.2 Mean downstream velocity model

Now, we consider the mean downstream velocity model of non-local traffic proposed in

[89]. The corresponding model is given by

Bup + Oy (g(p) (v(p) * wn)> —0, zeR,te(0,T]

p(x,0) =po(z), x€R,

(A.2.1)

where v(p) * w,(t,z) = f“nv(

T

p(t,y))w,(y — x) dy and the terms g, v are as in Section
2.1. This model assumes that the drivers adapt their velocity by evaluating the average
velocity of vehicles in a neighbourhood in front of them, giving greater importance to

closer vehicles.

A.2.1 Second-order scheme

Here we extend the second-order scheme considered in Section 2.2 to approximate (A.2.1).
We proceed as in Section 2.2, where the main difference is in evaluating the convolution

term. Now, the second-order scheme is written as

1
4

2 1 1 1 1
o = p =\ (g(pgﬁ%,_)‘/ji)% =gV, VY )

1
n+1 n (2)

|
s
|
>
N
<
>
.
ik
=
e
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2
respective Runge-Kutta time steps, which are given by

where V7, and Vj(i)l are the approximations of the convolution term v(p) * w, at the
2

n Az n k+1
Vi = - (v(pj+k+%7+)w + U(p]JFk,Jr wy T ) : (A.2.2)
k=0
N-1
v = & (v( ) Ywk + o( ) )wk+1> (A.2.3)
its 9 Pt +/Wn Pjtre,—)"n ‘ o
k=0

Remark A.2.1. If the quadrature rule used in (A.2.2) and (A.2.3) is not exact for the given
N-1 k

Ax w
kernel functi f—§( ’f“) 1), th lace wk by @k = —1 i
ernel function, (i.e., i > 2 wy + w # 1), then we replace w, by 1w, O in
AJ,‘ N—-1
(A.2.2) and (A.2.3), where Qa, = > (w + wk“)

e
Il

0
A.2.2 MUSCL-Hancock type scheme

To propose a MUSCL-Hancock scheme for the model (A.2.1), we proceed exactly as in
n n—l—% : n
Section 2.5, where U(R ! i) and U(RJ.JF%) in (2.5.1) and (2.5.2) are replaced by Vj+%,i

l
and V;Z ,?, respectively. These terms are defined as follows
2

N-1
=Az Y o ]+k+7 B (A.2.4)
k=0
N-1
n n k
Viii, =Ax U(pj+k+%,+)w77’ (A.2.5)
k=0
nty -— n+ty n+3
Vj+§ = Vkv(pﬂk% + Z Xk ( ]+k+3 )= v(pj+k+%,+)> '
k=0

Remark A.2.2. If the quadrature rule used in (A.2.4) and (A.2.5) is not exact for the given

N-1 ;

kernel function (i.e., if Az Z w, # 1), then we replace w} by w} = Q n (A.2.4) and
=0 Az
N-1

(A.2.5), where Qa, = Az wlg.

B
Il
<)

A.3 Results for the FSST scheme

We state a technical lemma (Lemma A.1, page 32, [32]) without proof, which will be used

in the next lemma.
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Lemma A.3.1. Consider a sequence of functions ¥a, : R — R such that there exists a

uniform bound ||Ya.|| < C. Also assume that Pa.(x) converges to a function v in L (R).

Then for all ¢ € R, ¥a.(x + (Ax) converges to ¥(x) as Az — 0 for a.e. x € R.

Let us recall the notations pa,(t, ) = p}, and p(Al)x(t, T) = p}l) for (t,z) € [t",t"T1) x

: !

(xjfé,xﬂ%], [ =1,2 with p§~)
which is used in the proof of Theorem 2.4.4.

computed from p? for all j € Z. Now, we present a lemma

Lemma A.3.2. Assume that pa, and p(Al)x, [ = 1,2 obtained from (2.4.2) are uniformly
bounded and that pa, converges to a function p in LL ([0,T) x R). Then p(Al)x converges to
pin L ([0,T) x R) forl=1,2.

loc

Proof. From the first time-step in (2.4.2), we can write

PRt ) = pas(t, ) — A (fo (t,x + %) — fac(t,w — %)) , (A.3.1)

where fa.(t, ) = g(p})V]" , for (t,z) € [t", ") X (2, 2541]. Clearly

Fasltio + 25) = g (panlts ) v (Ras(tuz + Ax)),

2
where
Note that
Ra.(t,z + Ax)
1 [%-41n
=5 /x paz(t,y + Ax) (wn,m:(y — T 1+ Az) + wy pr(y — T+ 2Am)> dy,

i3

for € (x;_1,2;,1],t € [t", "), where wy a.(x) = w} for x € (kAz,(k + 1)Az] and
2 2
Wy, Az(0) == w,(0). Using Lemma A.3.1 and employing the dominated convergence theorem,
we can conclude that the term Ra,(t,x + Az) converges to [77 p(t,y)w,(y — ) dy as
Az — 0. Now, using the continuity of g and v, we can conclude that fa, (t,x + %)
converges to g(p(t,x))v(ffm p(t, y)w,(y — z) dy) a.e. Similarly, it can be shown that
fae (t,x — %) also converges to g(p(t, x))v(f;ﬂ p(t, y)wy,(y — ) dy) a.e. Thus, taking
the limit Az — 0 in (A.3.1), we conclude that p(Ali converges to p a.e. Additionally, as

p(Ali is uniformly bounded by hypothesis, the dominated convergence theorem implies that

p(Ali converges to p in L ([0,T) x R). Following similar arguments, we can show that pgi

converges to p in L ([0,T) x R). O

loc
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Appendix B

B.1 Technical estimates for the total variation bound

In this section, we derive certain estimates required in the proof of Theorem 3.3.8 from
Chapter 3.

B.1.1 Bound on Z]€Z| ‘

In order to estimate the term Z|C’ 1\ we first show that 0 < k" K” 1 < , for j € Z.

J+30 75
JEZ :
Using Remark 3.3.1 (equation (3.3.2)) and the CFL condition (3.3.12), it is straightforward
to see that
n,— n,— n,+ n,+
P.is —P. 1 A Pii1 — P21 A
]+2 .7+2 —Nn,— TL— ]+2 J 2 —n,+ n,+
s ) (1= 20, f(pn. AT >) e (—a @A >)
p?—‘rl — Pj ( 2 P P;'Z-H - P}L 2 TN it3
1

A
>3 (1-510.1) - @+ 310,71 > 0
(B.1.1)
1 nel gl
Further, from the CFL condition (3.3.12), it follows that (Aap @ AT + a> >0,
which together with (B.1.1) implies that k! 1+ = 0. Using the CFL condition (3.3.12) once
2
again, we obtain

(B.1.2)

[\
\]
[\Dll—\

- 1 1
ki < 5 Gpfll+ ) (L +60) A+ A0 fI) = 5 x5

\]
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thereby concluding that 0 < l;:;l < % for all j € Z. Analogously, we obtain a bound

on 1
0< €j+% <3
Since 0 < l;;;?#,gﬁ , < 3 for j € Z, from (3.3.62) we obtain the desired estimate

ey ﬂ<§)mlpj (B.1.3)

JEL JEZ

B.1.2 Bound on Zj€Z|C;L+%|

Recall from (3.3.62) that

D= i koL
CJJr% i+3 J+%+ J+%+ i3

To analyze this term, we first focus on the difference l@z 1 l@?ﬁl. Upon expanding it using
2 2

the definition in (3.3.60) and subsequently rearranging the terms, we obtain

é}l% _ A;L_% _ ﬁjl- + ﬁ?: (B.1.4)
where
£y =5 (020,05 AT ) {—%M( A (47 —A">]
Semsgat) [ (-]
£hi= jrAT) [%a“f (o A5 (437, - A?’f%)} :

2

2

_n+3,4+ ,nts
<oz—/\8pf(p4 VA :
1
2

) [ Oaf(p) A"+)(A;%7+E_A;v_t,)}.

|
/N
Q
>
X
=
‘3
Hto+
Lt
b.
N"“m\»—t

Turning to the term le-, by adding and subtracting suitable terms, we write

J J+35

(- [ ) (s )
@)(——@ngz ?*0}.

Further, appropriately adding and subtracting the terms 77 := 04 f (p?j; , /_1?’_), Ty =
2

£l ; (a—)\a FE A’?+§)) (—38Af( ;;,A;:l)) (A”?; 247 +A;?’_‘%>

n+

1 n+ 7+
-5 (e =29, 0" A
(B.1.6)
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8pf(ﬁ?+%’+,A? %2) and T3 := aAf(p;? . , A7) to (B.1.6), we obtain

:
Lj= %%,j) (—gaAf(pj:;, m)) (A” —2AT AT >
(A, = 4) 580G (<0af () A) + T = T+ T)
(53 () -z
*Aﬁ‘m—(a—kw e A h)).

e
where we define 8(n,j) := a — A9, f(p; e A:+2) Now, we split £1 by applying the

mean value theorem as

(B.1.7)

M\Hw‘

Lh=L8+ L5+ L5+ L, (B.1.8)
where
a 1 n+5,+ nts A n,— n,— n,—
L :§<a—)\8pf( ; ,A+1)) (——8Af( N)) (A 24" 4 A )
n,— 1 n+ +o4n+ A n,— An n,—
£him (A, - A )2(a—wf< AT S (Bt AN - o)

2

Lo= (A’.‘" - A”—) (——75

i+3 i3
d . n,— n,—
o= (45 -4 (“75
(B.1.9)

_n+i+ nt+i4+ nt+lst :n—l— 4 an,— n,— n,—
where p; *" € Zlp, 1" ,p; 17 )P4 ez ) and A € I(A}7 L, AL,
for 5 € Z.

Next, expanding A;:’:% —QA;J’:% —I—A;.l’__% = (A7 —2A7 + A7 ) +5 (s — 28T +574)
and using the definition of the discrete convolution from (3.2.8) together with Theorems
3.3.5 and 3.3.6, we obtain

AT = 247 + AT | = AT (11 — 2t5-1 + pjm1-0) P}
JEZ

= A2y p" (@507 | < A2 |l pollay

JEZ

(B.1.10)

for some Z;_; € (xj_;_1,%j_i41). Further, noticing that

1 n n n
5 (871 — 287 +s7)
1
= 50 [(A?—‘,-Q A;L+1) (A;ZH A?) - (A;L - A;'L—l) + (A?—1 - A?—2)}
1 n n n n n n
56 [(AJJr? 2AJ+1 + Aj) - (Aj - 2Aj*1 + A]'*Q)] )
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yields
1 n 2 "
Slsi = 287 + i < 02|l ol ) (B.1.11)
In view of (B.1.11) and (B.1.10), we have the estimate
ATy = 2470 + AT [ < (14 0) A1 [lpollur e (B.1.12)

Now, applying (B.1.12) together with Lemma 3.3.2 and hypotheses (H1) and (H2),

we obtain

a A e
> Izl <1 5 @+ A fll) 5 M+ ) Az (|1 [l poll ey lej;%
JEZ JEZ
1 A
< 5 (a+ MG f1)) 5 M (1 + 0)* Azl |||l pollur @Az o} (B.1.13)
JEZL

1
< At (a + N[O f 1) M+ )1 ol -

Moving to the estimation of the sum Z|£§’|, we bound the difference A7~ — A%,
jez
using the estimate (3.3.40) as

ATT = AG L= AT (=) AT = (L= ) AT = AT
2

S A = ATl AT — AT (B.1.14)
< 2(1 + 0)Ax|[g|l[| pol I m)

for some 71,72 € (0, 1). Now, invoking (3.3.40), hypothesis (H2), property (3.3.9), (B.1.14)

and Lemma 3.3.2, we obtain

SV < Ak (HaﬁAfH S - oy + MY - Al )
JEZ JEZ JEZL

(B.1.15)
< AtK (HagAfH Dl = ol +2M(1+ 9)2Hu’|!|!po!|il(R>> ,

jEZ.

where K := (14 0)||¢/ ||| pollLr )3 (@ + A[|9,f|)). Next, aiming to estimate the sum Z|E§],

jez
1 1
we first consider the difference p?j12’+ — ﬁ?+2’+ and write
n+i 4+ nti A4 o ndgAt N e T I = -\ ntit
e e I e o ) e L e
—i1+ +3.+ 2 +3.+ +3.+ 2 (B.1.16)
~ n+s n+5 ~ n+s, n+s
=np, i —p )+ A=), 0 —p ),
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for some 41,9 € (0,1). Now, proceeding analogously to (3.3.56), we write

n+s,+ n+i,+ n,— n,— —n,—
i _P»_g = (Pj+% _Pj+%> ( 50 f(PJ+17 g))

Pivi J
n,+ _ n,+ 1 a + An-i-
A 7,— n,— n,— h
- 58Af(pj:i-l’ j+1) (A - A )

F20af(y A (A - A,

2

and subsequently apply hypothesis (H2) and the estimate (3.3.40), to yield

it3

ntgb n+ + n,— n, n, A
P < 10 - o+ - o (1 Sl -
1.18

A n,
+ 5 Moy + 107 D+ O Azl ool e

In (B.1.16), taking the absolute values and summing over j € Z, and subsequently
invoking the estimate (B.1.18), Theorems 3.3.5 and 3.3.6, hypothesis (H2), Lemma 3.3.2

and property (3.3.9), it follows that

Z|JL+ o+t n+ +’

JEL
n+3,+ n+ + + A+ n+ +
< Z|pj+g SRS |
JEZ JEL
< X9, f||Z|p]+, — P |+(2+A||5’pf||)Z|p§’+g — 0| (B.1.19)
JEZ JEZ
+ 20M (140 (i |l pollr Az Y}
JEL
2(1+ M, fID Do) = p5-il + 22M (1 + 0) (14 ([ poll? 1 =y

jET

Finally, in view of the estimates (3.3.40) and (B.1.19), we arrive at

c N2 TH- o+ ’rH- +
D151 < S (U ) Azl ol e 10105, £1 D _lo5 ¢ = 25|
JEZ JEZ
A n n
< 201+ 0) ool o |0 1105, 71 1+ N 1) Y10 — os] - (B-1.20)
JEZ

)\2
+ 5 AtM(1+ O 11111 ool y 10 £, £11-

Next, applying the estimates (3.3.40) and (3.3.47), we obtain a bound on the sum Z|£§l|

jez
as follows:
1 !
> lcd < ZAtQ(l + 0211 [Pl poll sy 1O S I O24 F I (1 + X8, f11)
i€z (B.1.21)
1 ’
< ;lAt(l + 021 1Pl ool 1A F IO F 11X+ MB,f1)),
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where the last inequality holds for At < 1. Collecting the estimates (B.1.13), (B.1.15),
(B.1.20) and (B.1.21) we arrive at
PR EDBIAEDIED I EDBT¥]
jEz jez jez jez jEL

< KA+ IGALY [ = oyl

jez

(B.1.22)

where

1
Ky = (140211 Noollia e (o + A9, 1) M

1 :
+ 5 (LN P llpollEs gy (e + MIOp 1l + X104 f[110,,/11) M

, 1
+ (L O 1Pl pollfs ey 7 104 £ 3pa (1 + M, £1),

1 A
Ko = 1+ 011 lpollL ey (Z(a + MO IDNGpaf [l + 1104 f 05, f 1l (1 + A||89f||)) :

(B.1.23)
An analogous treatment of the term ﬁ? yields
S IL < KiAt+ IGAEY |ph — o], (B.1.24)
JEL JEL
Now, the estimates (B.1.22) and (B.1.24) on (B.1.4), it follows that
on on 1 2 n n
DG =G 1< Y ILH+ Y LI < 2KAL+ 2K Y oy — pyl. (B.1.25)
JEL jJEL jez jJEL
In a similar way, we obtain a bound
DR = K| < 2UCALF2UCAEY o) - pyl. (B.1.26)
JEL jEL
Thus, in view of (B.1.25) and (B.1.26), we conclude from (3.3.62) that
D S MED DL EINS SN
e e e (B.1.27)
< AKIAL + AKALY oty — o).
jEL
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B.1.3 Bound on )\ZjGZ|D?+%\

Plugging in the definition of the numerical flux (3.2.13) in the expression (3.3.53), rear-

ranging the terms and subsequently applying the mean value theorem, we write

n 1 n+i,— n+3 n+i,— n+
D=5 (f(pj+%2 Ag) = ey ’AJ+%2)>
1 ntl4 o ntl ntd4 o ntl
+§<f( il o j+%)_f( 1 7Aj+%))
1 n+s, n+3 n+i, n+i
— s (P AT = g AT
1 n-‘r%,—i- n-‘r% n—l—%,-ﬁ- n-‘r% (B128>

= ST AT [oaf (o T AT + Oaf (ot T AT

1, nel n+l +1_ n nal
e W RV IV i H@f(“*A”ﬂ

J

o+l antl n+l o+l .
for A;7 2, A; 7 € I(AJ;%Q’Aﬁg)’j € Z.
Next, we add and subtract the term

1, el
—(A+2
2

o (B.1.28) and write

— A"

j+3 i

M"‘w\»—t

) [oat T A+ oa AT

1 nt 1 ntl nt 1 ntl ntl— cntl ntl4 antl
Dyey = g (02 — A0 — (0L = A070) oS 6] A0 a1 AT
1 n+2 nti nt+i— —nti 1 —n4l
F AT = AT [0 AT — S+ S - 0af () M%Qﬂ
I, ntl ntl ntl4 antl O .
oA = AT [aAf( P A =S+ S = 0afp 1A 2)} :
(B.1.29)
n+2, n+s ) n+2,+ “n+tg . .
where S; := 8Af( ;A; 1) and S 1= 8Af( , A; ). Once again applying the
mean value theorem in (B.1.29) yields
o a b c d e
DjJr%ijjL%+Dj+%+Dj+%+Dj+%+Dj+%, (B.1.30)
where
o L, n+d ntl ntl ntl— ontl R S
Dj,1 = §(Aj+§ —24, 7 +Aj_§) (9,4L;f(pj+%2 VAL +0af(p)[ ] Aj+12)] ’
1 n+2 nt+ii [ n+i— —nyl OREE nti—
b . 2 ) ) )
Dj+% T §(Aj+§ - A]_%z) _apAf(pj : 7Aj+12)(pj+%2 - p]_g )] )
c 1, nt n+i [ n+i— =n+i., n+d n—l—l
1 1 1 1 1
d o n+ n+ _n+z ,+ n—i— n+3,+ n+3,+
Dj+% §(AJ+§ - A]_g) Af( : ]+12>(pj+§ - p]_g )] ;
¢ 1L, o+l +3 O R N N
D]_A,_% = §<A;Z+§ - A:,%Q) aAAf( ,5 7Aj+%2)<‘4j+12 - Aj 2)_ )
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+1 4l _nti+ +34E nriEl
for some A +f I(A;L 2 AJHQ) and p? 7T e I(p?_f ’p?+12 ),J € Z.
2 2 2

Next our goal is to estimate the sum over j € Z of absolute values of all the terms in
(B.1.28). To estimate the term Z|D;”+%|, we first expand Aj+ - 2An+2 + A , sum its

JEZ
absolute value over j € Z and successively apply the mean value theorem twice to write

il - ntd 4
—2A 2_|_A 2|<—Z|,uj+zl—2u]+1l+ﬂg l||Pl |

>olAT

JEL JEZ
+%Z‘ , — 2+ ]| ”+%’—’ (B.1.32)
9 Hjt1-1 Hj—1 T Hj—1-1 PH%

jET

< Az?|[p |1+ 0) (X + ADpf Dol )

where the last inequality follows from the estimate (3.3.11). Further, invoking (B.1.32)

hypothesis (H2) and (3.3.11), we obtain

Z|D?+§|
JEZ
1 ntd,— ntd 4+
LA (1 + 0+ M D ol M S0 E 7+ 1)
jEL (B.1.33)
2|1+ 0) (1 4+ Mdpf Dol M (1 +6) (1+ N[0, £1) D> o}
€T

< A2 (14 0)* (1 + MDpf 1?1 oolTs ) M
Next, to derive a bound on the term Z|D§+l" we use the estimate (3.3.47) to write

JEZL
5 Tn+ qn+
|A]+1 - Aj | ’A]-Fl - Aj : ’
n+s5 n+i n-+ n+
< |71Aj+;2 +(1- ’Yl)AjJrf - ’7214H — (1 =2)4, 2‘
o B 2 S (B.1.34)
nry 4T3 . nry 4T3

< 20z [[(1 4 0) (1 + MG, f D ol ),
for some 1,7, € (0,1). Now, invoking the estimates (3.3.47) and (B.1.34), hypothesis

(H2) and Lemma 3.3.4, we obtain
c n+i—
> D5 1| < APMWP+ 02 (L+ M, S D2l eolfaey D oy 2|
. 72

JEZL

(B.1.35)

JET

JEZ
< A M|/ |P(1+ 0)* (1 + M|, £1) |l pollEr @y Az >~ 74

< Az M|/ |P(1+ 0)* (1 + 0, f 1)l polIEr .
where the last inequality holds for Az < 1. Analogously, we can estimate the term
Z|D]6 i | as follows
jez

D oI5| < MM P14+ 0)* (L + M, F 1)l ol e

JEZ

(B.1.36)
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JEZ. JEZ.

Next, we proceed to estimate the terms Z|D§?+%| and Z|Dj+% |. To this end, we sum
(B.1.18) over j € Z and subsequently apply property (3.3.9) and Lemma 3.3.2 to yield

ntg,+ n+%,+‘

lej+% Pi-i
JEZ
< @+ MDD Ioft = o3l + A0+ 021l pollur e MAz D~ ) (B.1.37)
jez JEZ.
< (4 MO 105 = o7 1+ M1+ 0)]11 [ o171y M-
JEZ
Similarly, we obtain
n+l7_ n_l'_l,_
Do e
(B.1.38)

JEZ
< U+ A S N0er = 2314+ A+ 04 02y M-
JEZ

Now, invoking the estimates (B.1.37), (B.1.38) and (3.3.47), we obtain

DI DI
jez jez
Azl (1 +0) 1+ AL ool |21 S Iy — 51 (B.1.39)

<
JEZ

N —

1, , , ,
+ At 1P+ 0) (1 + A9 f Dol sy 195 1M

Finally, the estimates (B.1.33), (B.1.39), (B.1.35) and (B.1.36) together yield the desired
estimate:
AD D] | < AKr 4+ MK ) _|pjr = (B.1.40)
j€z jez
Kz = W11+ 0)* (L + MO, £ 1)l poll i ) M
P+ 01+ N, f Dl pollia ) 1054112
+ 201|171+ 0)° (1 + N9, f 1)l oIz gy M,

Ks = [I#/1(1+ 0)(1 + Mpf 1)l ol e 19541

where
(B.1.41)

B.2 A second-order MUSCL scheme with Runge-

Kutta time stepping

We combine the MUSCL-type reconstruction (3.2.1) and a Runge-Kutta time-stepping
(see [103, 151]) to obtain a two-stage second-order method to approximate (5.0.1). Given

the cell-average solutions { p?}jeZ at t", we apply two consecutive Euler-forward stages to
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obtain a fully discrete second-order scheme as follows:
Step 1. Define

1 n n,— n, n n,— n, n .
p§>:pj _A[F(p%, + Aj ) = Fp] l,pjj%,Aj_ )] for each j € Z,

iy il i3

[SIES

where F' is given by (3.2.15), p?’;,j € 7, are obtained from (3.2.3) and the discrete
2

convolutions are computed using the trapezoidal quadrature rule as follows:

N Ax ot n,— :
it T Ty zzz: [,Uj-i-l—l Py TR P JEL
S

Step 2. Next, we apply the slope limiter (3.2.2) to {pg-l)}jez to obtain the face values

p(.l)’li,j € Z. Now, define
Jt+3

(2) — (1) (1)7_ (1)1+ (1) (1)1_ (1)7+ (1)
Pj =P —)\[F(pj 19P51 ,Aj+%)—F(pj_é Pi1 A

where

1 1), 1),— .
AAJF)% = [Mj+1—l Pl(_); + M- P;é ] , JEL

IeZ

tn+1

Step 3. Finally, the updated solution at the time level is computed as

n (2)
n+1::97+_pj

: 7 J € Z. (B.2.1)

Remark B.2.1. The convergence of the scheme (B.2.1) to the entropy solution of problem
(5.0.1) can be established using calculations analogous to those for the scheme (3.2.5),

within the general framework developed in Chapter 2.
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Appendix C

C.1 Proof of Lemma 5.5.1

In this section, we provide the proof for the one-sided estimate stated in Lemma 5.5.1.
The corresponding estimate for the case when k = 1, was derived in [143]. We follow a
similar approach for the problem (5.0.1), where the coefficient k& can be discontinuous.
The proof requires several technical lemmas, which we present in Section C.1.1. We then

conclude with the proof of Lemma 5.5.1 in Section C.1.2.

C.1.1 A bound on non-decreasing sequences

In this section, we establish a result regarding the jumps generated by applying the scheme
(5.2.4) to non-decreasing sequences with finitely many non-zero jumps. The main result is

stated in the following lemma, and its proof is provided at the end of this section.

Lemma C.1.1. Consider a non-decreasing sequence {u;} ez such that for somel,r € Z, the
jumps 65 1 = uj—u; =0 forall j & {I=1,1,...,r=1}. Further, let [u;| < [|Cy, ||, Vj € Z,
where Cy, is as in (5.4.3). Let {u;+%}jez be obtained from {u;};ez by applying the time-
update formula (5.2.4) and denote the corresponding jumps &’ = u;+% — u;;% forj e .
Under the CFL condition (5.5.1) there exists a constant © > 0 independent of Ax such
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that the jump sequence {0’} ez satisfies the following estimate

r+1 1 r+1 1 r+1 9
2= () > — NP | e Mp— 25. s
j_lz_l (@ = 507) 2 500Mlj;1(5ﬂ2> 6400 j; (a%,3)
. (C.1.1)
-6 Z |Akj—%|7
j=l-2
where A25J7% = Adj,l — A(Sj,z.

To prove Lemma C.1.1, we need to establish several auxiliary lemmas, starting with

the following one.

Lemma C.1.2. Let {u;};ez and {0’ }jez be as in Lemma C.1.1. Under the CFL condition
(5.5.1) the jumps {0} ez satisfy the following estimate

8 < (041 +6;3) + Allfel (\Akj+%| + yAkj,%y) . (C.1.2)

Proof. From the scheme (5.2.4), the jump 0§ can be written as

1T 01) = A (f(kj+1auy‘%+1) - 2f(kj,u§) + f(kj_l’ujé_l» (C.1.3)

(841 — 285 + s5-1),

0.1}, 7 € Z. We can also write

1
2 gy A Vs 8s = mi
where we define u? 1= u; — 5 fu(kj, u;)s;, 55 = mln{&_%, i

1 1 A
Ujpy —uj =051 — §(aj+18j+1 — a;s;),
where
aj; 1= fu(kj,uj), fOI'j e 7. (014)

1
Now, by adding and subtracting the term f(k;,u;,,) and using the mean value theorem,

we can write

1

f(k‘j+17uf+1> — f(kj, Uf) = fr(crz, U?+1)Akj+% + fu(kj, §12)(UJ§+1 - UJE)
_ _ A
=0 1Ak 1+ a0 (5j+§ - §(aj+15j+l - ajsj)) 5

where we define
1

aj—&-% = fU<kj7 C)? l_)j—i-% = fk(ca u?—i—l)? (C'1'5>
for some ¢ € I(u]%, u]il) and ¢ € Z(k;, kj+1). Now, (C.1.3) reduces to
1 1 _ _
0 = 50y +0,2) = (Asjy = As; 1) = A [B oy Akyy — b,y Ak |
_ A _ A
= AMGg 9511 — lamsin = a5s) | =@y | -1 — 5 (a8 — ajoasi-) )|
(C.1.6)
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The CFL condition (5.5.1) implies that £ < i, which yields the following upper bound

1 1
5 < <§+—+/€+/€2> ((5-+%+5-

1
8 J J—3

)+ Mfell (18K 5] + 14k, )

J

(C.1.7)
< Boy 05 p) + M (18k5 ]+ 18k 41)
Analogously, we obtain a lower bound
1 1
5 > (5 o Tl K?) (8501 +0; 1) = Allfel <|Akj+%| + |Ak:j_%|> o1y
> Al (18] + 12k 1)
The estimates (C.1.7) and (C.1.8) together imply that
1051 < (841 +0,1) + Al fill (|Akj+%| + |Akj_%|> . (C.1.9)
This completes the proof. O

Lemma C.1.3. Let {u;}jcz and {0}}jez be as in Lemma C.1.1, with [u;| < Cy,, for all
j € Z, (where Cy, is as in (5.4.3)). Define 87 by replacing the term (a},,s%,, — ajs}) with
7As]+1 in & (C.1.6), where at . 1s as defined in (C.1.5). Then
2

DINATD AL EEICR TN SIC N Y (C.1.10)

j=1—2 j=1—2 j=1—2
where Py := (16N2C || fullll furll + 44N || fllv2ll ful oy + 16X (| fil | Cu | 211
E;:LQ|AI€'—%‘-

+

Proof. The jump term §7 is given by

Ak:._%> (C.1.11)

J
_ A _ A
—-\ (aj-i-é ((5]-_,_% 2 ]+1AS +;) —aj_% 5]-_% — §aj—éA3j—§)) .

With arguments analogous to those used in (C.1.7), it follows that

|5”’ <(]+1 + 9,

i=3

)+ All fell (!Akj+%\ + \Ak:j_%|> : (C.1.12)

Now, we write the difference ¢; — 67 as

5 . 5” _ 5 (Tj+% . ij%)7 (0.1.13)
where T Tjpl = a1 (ajHSjH — a;sj — c_LjJr%Astr%) , which can be bounded as
7real < D fulllsian(amn — ages) — s(a; — a0 (C.1.14)
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Further, adding and subtracting the term f,(k;, uj+1) in aj4q — a1 yields
Aj+1 — &j-f-% = fuk(ca uj-i—l)Akj-q—% + fuu(kja C/) (uj+1 - C) ) (Cll5>

where ( is as in (C.1.5), ¢ € Z(kj, kj+1) and ¢" € Z(C, uj4+1). Now, due to the CFL condition
(5.5.1), it follows that

0,41
2 Ity .+
Ui 1 = =tuj,; and €116
1 0;,1 o
5 J+3 .
Ujiy = Ujpr — 5)\aj+15j+1 2> Ujy1 — T2 ujyy, forjeZ.

The CFL condition (5.5.1) and (C.1.16) ensure that u € [uj, ujp1] and ufy, € [uj, uj ]

Combining this with the fact that ¢ € Z(u},u; +1) we derive the following estimate:

Iy
i1 — € < max{ujpr — gy, ufyy — w4} < max {5' :

N
N
+
[ I
=%

D=

j_
<O+

(C.1.17)
which, when combined with (C.1.15) and hypothesis H2, provides the following upper

[V
O
S

bound

0. 1
— ]_7

1.18
. (©118)
In a similar way, we have
laj = ajp1] = | fulky ug) = fulky, O = | fuu(ky, ) (uj = O < v2lu; — |, (C.1.19)
where ¢ € Z(¢,u;). Here, analogous to (C.1.17), |u; — ¢| can be bounded as
— —+ 6.77% 5]4’% 5
luj — ¢ < max{u; —uj;,uj, — u;} < max T’(sﬂ% +-" < 45]+§ + 4(5]7;.
(C.1.20)
Using (C.1.18), (C.1.19) and (C.1.20) in (C.1.14), we obtain an estimate on the term T
n (C.1.13):
9
el <l sy (3050 + 5,1 ) + IRty Ak ] (C.121)
The estimate (C.1.21) applied on (C.1.13) yields
1 9 1
5,61 < Sl (343 +3) M
’ (C.1.22)
SR T RIS AN §

J+

where Ms = max{((5 1)?, (0,
together Wlth (C.1.9) and (C.1.12)

1
2

)2, ((5j72)2} Making use of the estimate (C.1.22)
and using the inequality ab® < a® + b3, for a,b > 0, it
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follows that

\Z (37 = D2 @2 < 3015 =51, + 571 < 55X all ]l D (043" + P

j=1-2 j=1-2 j=1-2 j=l-2
(C.1.23)
To obtain P;, we have used the bound |§ i+ | <2C,,. This completes the proof. [
r+1
Now we define the term D := Z ((5j_%)2 — (5}’71)2> and write this in a suitable
j=l-1
form to obtain a lower bound. We begin with the notations
1
a;_1 = §+)\ _rand g 1= (1 —a;a), (C.1.24)
and reformulate the modified jumps (C.1.11) as
1
5// = ( — Oéj,%)éj,% + ozj,géj,% - 5 (gp %Asr% — (pjngijg) (C . 25)
M (B iy By kg )
Plugging in the expression (C.1.25), we can write D as
D:Il +IQ +13+P2, (0126)
where
r+1 r+1 9
L= Y 3 (o503t (0, 5) (C.1.27)
j=l-1 j=l-1
r+1
da = Z ((1 B 0‘375)5]7% +%’*%5ﬁ§) <@J*%ASJ*% N ('DJ*%ASJ*Q ’
j=l—-1
1 r—+1 9
Ty=—7 ) (951055 —%—gﬁ%—g) :
Jj=l—1
r+1 9
- 2 A Lo
Py = —A Z (bj—%Akj—% - j—%Akj—%)
j=l—1
r—+1
+ 2 Z <bj 1Akj_% — bj_%Ak’J_%> (Oé]_%(sj_g + (1 — Oz]_%)(sj_%)
j=l-1
r+1 B
A (Bog Ak iy = by g Ak g ) (0,3 A8y — 9y 3As, s )
j=l-1

Noting that [o; 1| < 1 and |@; s

obtain

< 1, for j € Z (by the CFL condition (5.5.1)), we

| Pof < Al SellSAIL Skl &N + 24C). (C.1.28)
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Upon a change of index in the summation and grouping the terms appropriately, the

term Z; can be rewritten as follows:

r+1
7= (5?% (1 —a?, —(1- aj_%)Q) ~20; (1~ aj_%)éj_%éj_%) (C.1.29)
j=l—1
r+1
= 3 (g0 —a )y +ag (- a8y =20, 40—y )0 45, )
j=l—1
r+1
=D oya(l—ay )0,y —0;)°
j=l—1
r+1
+ > (s —a;s) (%—%5;2’—3 +(1- O‘a’—?‘f‘—%) '
j=l—1
Now, we write
1 r+1 9
S SO o cim
j=l—1

2
where & = 15 + %lz;ill_l (gﬁj_%AQSj_1) . Incorporating the expressions (C.1.29) and
(C.1.30) into (C.1.26) and by adding and subtracting %Z;Ll_l(gpj_%A25j_%) the term D

is reformulated as

D=0+ Qo+ Qs+ P+ &, (C.1.31)
where

r+1 r41

Q= 3 oy s(l—a, )6, 1 )P +T— = 3 (g, 9 A%, s) (C.1.32)
1= i3 i=3 -3 275 Pj-202 05-3) L
j=l—1 Jj=l-1
1 r+1 , Tl )
2
Qs 1= 1 (2 Z gpj_%A 5j_%> — <g0] s A sj_1> ) and
j=l-1 j=l-1

Remark C.1.4. Tt is possible to derive a bound for the term & in (C.1.31). To show this,

we begin by rewriting it as

1 r+1 )
& =5 2 ((Bsy*(0my —0-) (51 +001))
132:11 (C.1.33)
T 2. (2 (‘Pj—% B %‘—%) %‘—%Asj—éASj—%) :
j=i-1

Immediately, we have the following bound:

I
nlw
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Next, using the definition of a;_ 1 from (C.1.5) and adding and subtracting the term
fulkj2,u; ) we get

)A %+fuu( j— Qaﬁjfl)(a]’,

— 1 1 1

for some k;_s € Z(kj2,kj-1), 4;_1 € I( uipug), Uz € I(ufp uj ) and Gy €

2

_ﬂjf%)’ (C.1.35)

1
2

J—

ya (ﬂjfg, aj,%). Further, by the CFL restriction (5.5.1) and using arguments similar to those
: 0i-2 0j-4 03 03
in (C.1.16), we have t;_1 € [uj—1 — 7 2w+ . “land @;_s € [u]_g—TQ -1+ == 222
This in turn, implies that
0; 1 0;_3
Ujog = Uy S+ =5~ U+
1 5
= (uj — uj—1) + (uj—1 — uj_2) + 1(5],% +0;_3) < Z—l(dj,% +0;_3),

_ _ ‘5j—%

u]_% —uj_5 > — 5
and hence

_ _ 5

due to the fact that 6, 1 > 0,j € Z. The estimates (C.1.34) and (C.1.36) together with
the hypothesis H2 imply that

5
951 = @isl S 2NN fullvag (05-s +65m9) + 2X° N fulll funlll Ak s | (C.1.37)

j
and ab® < a® + b3, for any a,b > 0. Invoking these observations and the estimate (C.1.37)

By the CFL condition (5.5.1), we have \goj_%| < 1,j € Z. Moreover, |Asj_%\ <20, 1,j €L

into the expression (C.1.33), we obtain the desired bound

35 r+1 r+1
(0] < TN ullve D2 (0510 + 24071 fukll Gy D 1AK; ). (C.1.38)
j=1-1 j=1—1
Lemma C.1.5. Let {u;};ez be as in Lemma C.1.1. Then for a;_1in (C.1.24),
3 = _
Bajo = A (5. i ) +AAK s fou(Ry a0 1), (C.1.39)

for -3 EI(k?j_l,k’j_g).

1

f(kja, Uf) — fkj-1, Uf_ﬂ

Proof. Using the fact that a_ for j € Z, the term Aaj_; =

)\(d]_% — &j_%) can be written as follows
1 1
ki_o,u?) — f(ki_o,uZ_ kio,u ki_o,u2_
Aay 1= A f(kj—2 ];) fggz 1) flkje ];) f£y2 7o) (C.1.40)
uj Ui Uiy T U
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S ol

fw( i z,g) <u —uf_2) +)\Ak»_%fku(]:€j—%7aj— ),

where fj o (- ) denotes the denote the d1v1ded dlfference of the function f(k;_o,-), ¢ €
(mm{u] Z,u; 15 ]} max{u] z,uj l,u; >,ﬂj7§ € Z(uj 4, J) and k; 3 k 3 €

Z(kj_1,kj—2). The second term in the last step of (C.1. 40) is derived by applymg assumptlon
H3, fix =0, and adding and subtracting fk( RN 2).

Now, the CFL condition (5.5.1) allows us to write

3 n A n n 5;1_%
u; =uj — §f u(ky, uj)sy > uj — and
. (C.1.41)
% n A n n n 5j_%
Uj o =Uj_g— Efu(kj—%uj—Z)Sj—Q <wuj,+ VR
and hence u? —u? , >3 ((5;?_l + 67 §) Using this bound in (C.1.40) together with H2,
2 2
yields
3 -
Aoy = S (5;1% + 5;.1%) + ANk fa(k;_a,, ). (C.1.42)
This completes the proof. O

Lemma C.1.6. Let {u;}jez be as in Lemma C.1.1. The term Q; in (C.1.32) can be

represented as follows

Ql :R1+QT—54—55—56, (Cl43>
where
r+1 r+1
Ri= 3 apg(l—a, A6+ 3 ¢y Asy ) (6,1 (Aa; — Aa; 1)) (C.1.44)
g=i-1 j=l—1
= Y o)A
A§j,1§0
1
=5 > e (O + 00 )) (Ag )
Ad;—1>0
1
B Z P33 (A0j-1)" = 5 Z pi-z(aj_g +a;_2)(Adj-1)%,
Ad;_1>0 AS;—1<0

D DR R0 B S C N LR CARL)

A&j_1207A5j<0 A&j_1ZO,A5jSO
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1 1 1
- § Z g(Aé‘j—l)z - 5 Z _(A25j—%)2

AS;_130,A8;_2<0 AS;_3>0,A6;_1>0
1 1 1
+ Y g(A0;-1)(Ad) — 5 > g(A(Sj—l)Q
A(ijlzo,A5j<0 A(;j,lSO,A(S]’ZO
1 1 , 1 1oy o
—3 > g(Ad-1)" =5 > g(A%;2)
AS;_1<0,A8;_2>0 AS;_2<0,A8;_1<0
1 r+1 ,
- > (%)
j=l—1

and &y, &5, E satisfy the following bounds

r+1 r+1

205
Eal S NfullXr2= Y (01)" + 96CE ULl Xl furll D 12K, (C.1.46)
J=l-1 j=l-1
r+1 9
FMALYS (a%,)
Jj=l-1
205 r+1 r+1
&5 S ILullNv2 = D7 (6;-3)° + 96CE N ful M1 full D 1AK; ] (C.1.47)
J=l=1 j=l-1
r+1 9
FOURLYS (8%,)
Jj=l-1
and
r+1
| < — 3
€6l < 16A||fu|| zljl< 5) (C.1.48)
J

Proof. Applying summation by parts, the term Z, in (C.1.26) can be expressed as

r+1
— Z ng_%ASj_l (Ozj_%A(Sj_1 + (1 — ozj+%)A5j + 5j—

2
j=l-1

(Aay — A%‘)) :

1
2

using which the term Q; in (C.1.32) can be reformulated as

r—+1 ~
=Y oy s(l—a; )86, 1) - T, - T
=i-1
J= r+1 1 r+1 ) (Cl49)
T D 93880 (A0 — Aag) - 2 > (%‘%Az‘sﬁ%) ’
j=i—1 j=i—1
where
r+1 ~ r+1
Z pj_1 (1 — )AéjAsjf% and 7 := Z P10y 3A5J 1As; 1.
J=l-1 j=l-1
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Clearly, Asj_% = (Adj_1)+ + (Ad;)_. Utilizing this relation and following arguments
similar to those in equations (50)-(53) of [144], we expand the term Z, as

L=&+ ), 11—y 1)(AG;1)°
Ad;—1<0
1 2
+3 2 e () +-ay) @)
Adj_12>0

+ Y (= e (A8)(AY)

A5j_1ZO,A5]'<O
1
b > pi_1 (1= a; 1) (Ag;y)?

AS;1>0,A8;<0

> wli-ag

A8j_1>0,A8;_5<0

N~ N

Abj_2>0,A8;_1>0

and

& = Z (90];‘5 - %'7%)(1 -y

AS;_1<0

1
Ty > (g e )1-ag )6
A8;_5>0,A8; 1>0
1
~3 Y. (ps =) (1= 1) (A% )

AS;_1>0,A8,_5>0

Recollecting the estimate (C.1.37), a bound can be obtained on the term & as follows:

r+1
& < i: [pj_s — ;1 ((Mj-l)z + %(A%Sj_g)?) (C.1.50)
= 5 r+1 1
S ||fu||)‘2/72§ Z (5]‘_% + 5j_%) ((A5j_1)2 + §(A25j—§)2>
= r—+1 1
FALILa] D 18k 5] (80,0 4 5%, ?)

j=l-1

r+1 r+1
<RI ST (0,000 4+ 96C2 | £l A2 el 3 14K, s
< I full A2 -1 uo 1/ u uk i=3 0

j=l-1 j=l-1

Similarly, the term Z, can be expanded as

L=8&+ Y w10, s(A50)+ D g0, s(A50)(A5)  (C.151)

A(Sj,lzo A5j,120,A6j<0
1 1
T3 Z -3 (0s +ay3)(Ad; ) — 2 Z =323 (Adj1)°

A8;_1<0 AS;_1<0,A8,;>0
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1 2 1 2 2
—5 2 emesBaa)’ =5 Y g 5 (A% )

AS;_1<0,A8,_5>0 AS;_2<0,A8;_1<0

where the term &3 admits an estimate of the form:

205 r+1 r41
&5 < HJZHA%ZT > (6;-1)° + 96C [ £l A2 [| fuk | > |Akj_s. (C.1.52)
j=l—1 j=l-1
It is immediate to see that
1 1 2 2
01— 5‘ <ANfull and fo; s — Z‘ < 22| fl. (C.1.53)

In view of this estimate, we add and subtract % to a; 1 and % to Pi-L, thereby simplifying

[N

7, and %2, as given below

L= Y, ¢i(l—a;1)(Ad ) (C.1.54)

A5j71<0

1 2
t5 2 e () +(1—a,)) (Ad)

A5j71>0
1 1 1 )

+ ) (AG)AG) -5 D (A

AS;_1>0,A8;<0 AS;_1>0,A8;<0

1 1 , 1 se o
— - Z é(A(ijl) - 5 —(A 5]*%) +54,

AS;_1>0,A8;_5<0 AS;_2>0,A8,_1>0

where the term &4 can be bounded as follows

r+1

1 2
&l <18+ 550D (a%,4) (C.1.55)

j=l-1

on which an application of (C.1.50) yields the estimate (C.1.46). Analogous substitutions
for the term Z, in (C.1.51) yields

- 1
L= ), ey g6+ Y, igleggta;g)(A0)
AS;_1>0 Ab;_1<0

1 1 1
+ ) g(89-1)(Ad) — 5 > g(A@fl)z (C.1.56)
AS;_1>0,A8;<0 AS;_1<0,A8;>0
| 1 , 1 1, W
-5 > g -5 Y (A% )+ 8
A8;_1<0,A8,_5>0 AS;_2<0,A8;_1<0

where the term &5 can be bounded as follows

r+1

o
&1 < 16l + 2RI DS (8%,5) (C.157)

j=l—-1
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which combined with (C.1.52) gives the estimate (C.1.47). Further, adding and subtracting

1
1 to ¢;_s in the last term of (C.1.49) and using the expressions (C.1.54) and (C.1.56),

we represent the term Q; as follows

O =Ri+Q]—&&—&—&, (C.1.58)
r41 X )
where & 1= —= Z ((pj_ — Z) (Azéj_%) . Using the CFL condition (5.5.1), we can
bound & as folléwls:1
r41 r41 )
& < SOIADY Y (8%,5)" < MRS (4%,) (C.1.59)
j=l—1 j=1-1
[l

Lemma C.1.7. Let {u;}jez be as in Lemma C.1.1. The term Qs in (C.1.32) can be

expressed as

Qy = Q5 + &7, (C.1.60)
1 r+1 9 r+1 )
where Q3 = 6 (2 Z (AQ(;J,_%) _ Z (Azsj_l) ) and
j=i—1 j=i—1
r+1 9
& < Aufuu > (a%,) (C.1.61)
j=l—-1

Further, for Q3 as in (C.1.6), we have the lower bound

r+1

Q; + Q; > M Z ( 3> (C.1.62)

J=l-1

Proof. Adding and subtracting 411 to ¢, s, the identity (C.1.60) is immediate, where

&=t QTZH —12<A25 )2—§ —12(A2- ). (C.163)
T pj_3 1 i3 pj_3 1 55-1 ) 1.
j 1

Jj=l—1 j=l—
Further, invoking Lemma 4 from [144|, we have

r+1 r+1

> (M%) <2 (AQ‘SJ'—%>2’

j=i—1 j=i—1
which, when applied to (C.1.63), implies that

r+1

r+1
& < NUAIT DS (8%,) < AL (%) (C.161)
j=l—1

j=l-1
where the last inequality follows from the CFL condition (5.5.1). Furthermore, following
the proof of Lemma 4 in [144], we obtain the desired lower bound (C.1.62), thus completing
the proof. n
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Towards our objective of getting a lower bound on D, we now reformulate the term R;
from (C.1.44). By applying summation by parts and subsequently adding and subtracting

pj_1 to @, we rewrite the second term of (C.1.44) as

r+1
> eas, s (6,480 = Ay ) (C.1.65)
j=l—-1
r+1
== > Aaj (g As, 48y — vy g As, 90, g)
Jj=l—1
r+1

= — Z Sojf%AOéjfl (Asjfééj,; — As];%é];%) + &,

j=l—1

where & 1= Z;Ll 1 Aajy (goj 3= Pl ) As; sdjfg, and is bounded as follows

r+1 3 r+1
&l < 1XULIPe D (0m3) + 16N IAIEIAICE, 3 1Ak . (C.166)
j=l-1 j=i-1

Now, in view of (C.1.65), (C.1.44) can be written as

r+1
gg—f— Z Oéj g ]_ —Oé] é)(Aéj—l)2 (0167)
j=l—1
r+1
+ D waBa (As g0, s — Asy )
j=l-1
a;_s +a
- Y w (1 — a1+ 5 > (A6;_1)
A8;_1<0
1 Gits TULY (ag,
N Z Yi-3 Tay s — 9 j-1)
A8;_1>0
n (C.1.67), adding and subtracting ;3 toa; s in the fourth term and ;1 to a1 in
the fifth term, we write
Ri=E& +Ro+Rs+ Ry+ Rs, (C.1.68)
where
r+1
Ryi= > wioyBayy (As, 30, g = As, 10, 1),
Jj=l-1
r+1
Ry= Y (o s(1—a; 1) —p, 1 (1~ Aaﬂ)) (AS;_1)?,
g=i-1 (C.1.69)
R4 = Z QOj_% (#) (Aéj_l)Z and
A8;_1<0
Yj+d T Y-
Rs= Y P2 (#) (Ad;-1)*.
A§;_1>0



Next, R4 admits a lower bound

R 2 =16(CupPAl Sl D 18K 3] =2 Ra. (C.1.70)

j=1—2

This holds true because, by (C.1.42), we have

wi_1 (3 _
Ry > Z J22 (8)\71 (5. s +5’1%) +)\Akj_gfku(k:j_g,uj_g)) (AS;_1)?
Mj 1<
n 2
> 1—6/\71 Z@% ( 3 5]-_3) (Adj-1)
+ Y Ak frulky s, 18 ) (A6, )’
AS;_1<0
> D Ay fruhy g, 65 9)(A0,0)°,
AS;_1<0

and also by noting the fact that (Ad;_1)* < 16(Cl,)?. Similar arguments on R yield

r+2
Rs > —16(Cl)* Al frull D_|Ak;_s] =: R (C.1.71)

J=l

Now, using Lemmas C.1.6 and C.1.7, along with with the expression (C.1.68) in (C.1.31),

we write

D=9 +9+ Q5+ Rys+Rs+ Po+ &, (C.1.72)
where Qf := Q3+ Ry + Rs and & := & — & — & — E + &7 + E. Further, combining the
expressions (C.1.38),(C.1.46), (C.1.47), (C.1.59), (C.1.61) and (C.1.66), using the CFL

condition (5.5.1) and after suitable algebraic manipulations, we obtain the following bound

r+1 r+1 9
€2 ~255N2 fullne D7 (6, 1)° 16>\Hfu|! > (%) (C.1.73)
j=l-1 j=l—1
r—+1
— (24 + 1920 full + 16N £ul1%) C2 2 Fuell D 1Ak, s .
j=l-1

Next, we establish a lower bound on the term Q3.

Lemma C.1.8. The term Q} in (C.1.72) admits the lower bound

r—+1 r—+1

.. 3
% = 64 Z )\71(5‘7—%)3 — 6 frullCiy Z |Akj—%’ + &, (C.1.74)

Jj=l-1 j=l-2
where Cy, 1s as in (5.4.3) and &g is bounded as follows
10l < A AL FuclC?, S 1k, |+ (ZA15l ) 3 S 0"
j=l—1 i
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Proof. Recalling the notation Pj_1 = aj_%(l — Oéj_%) and using it in R3 of (C.1.69), we

write Q3 as

r+1
Q; =093+ Ry — Z (1- ajfé)Q(a]f% - @]f%)(A(SJfl)Z
j=l—1
Writing ¢; 1 = i+ (gojfé - ) a;_s = s+ (ajfg - 3) anda; 1 = 3+ (O‘j—% — 3), the
term Q3 can be expressed as
r+1 1 1
Q; = Z AOZJ_l <§((5]_g)2 + 5((%_%)2)
j=l—1
r—+1 1 r—+1
+ 30 B (B g0y = As 0, ) = D0 Aaa(A00)? + E
j=1—1 j=l— 1
1 r—+1
=1 Z Aca_1zi-1 + &,
j=i—1
(C.1.75)
where

Recalling the notation a; 1 := T+ Ad;_1, it is clear from (C.1.35) and (C.1.36) that
Aa;_; admits a bound |Aa;_4| < )\||fuk|||Akj_%| + g)\wg(éj_% + 5j_%). Consequently, we

obtain the following bound on &g :

r+1
0l < (FAA1) 3 Aualla 5] (6 + 6,-3)%) (©.176)

j=l-1

# () 3 Dty 0, (G + 65)

jll
r+1

7 r+1
< (SAd) 8aAulcs, 3 1k, 1+ (GAIAN) s 3 0,

j=l—1 j=l—-1
r+1

r+1 105
< @ADL, 30188 31+ (SEAILI) 2z 3 65, )

j=l—1 j=i—1

-

Next, to obtain a lower bound on Qj, we need a bound on the first term in the RHS of
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(C.1.75). To this end, we first make the following observation on z;_; in (C.1.75):

—(5-7;8-, —5;;5‘
) =i = 0y (C.1.77)

This establishes that z;_; > 0. Furthermore, combining the expression (C.1.77) with the
L>-stability (5.4.3) of the scheme (5.2.4), we deduce that |z;_,| < 24C? , for j € Z. Next,

we obtain a bound

),  (C.1.78)

—

3
Aozj,lzj,l + AOéj,QZj,Q 2 é)\’yl ((5 %)3 — 24CSOA|‘ka"(‘Ak]f%‘ + ‘A/{]

_5
2
which is verified by considering the two possible cases.

of z;_1, it follows that

5 < 5j_§): In this case, as sj_» = d;_s, from the definition
2 2 2

Zj_1 = (5j_%)2 + (53'—%)2 + 25]—%53' 3 + S]_l((sj_% + (5]_%) 5] 38j_9 — (5]- 18
> (5]-_%)2 — 5]’—%6]‘—%’

This bound, combined with (C.1.42) implies that
3
Bajz = A (5j_% v 5j_%) ((5]._%)2 _ 5j_%5j_g) — 2402\ frul| AR |
3
> g)\’h ((53‘7%)3 —(6;-

Furthermore, in this case, we also have z;_o > 2(5]-_

75,

i3

) = A fall |8k g

Njw

(5]._% , which yields

ol

3
AOéj,QZj,Q Z g)\")/125 0. % <5]n_% + on

5
J—357i— -3

) — 24C3 M| frall| ARy s |

(0;-2)" — 24C5 || fuull| AR 3]

J

Nt

j—

3
> -\ v0,
=7 94!
This leads to the conclusion

3
Aozj_lzj_l + Aaj_QZj_Q Z g)\’yl((sj_%)g _ 24050)\||fku||<|AkJ_%| + |Al€_g|)7 (0179)

J

for Case 1.
Case 2 ((5]-_% > 6j_% or 5j—% ) _%): In the case when 6j_% > 6j_%, we have s;_1 = 53-_%.

J
Consequently, applying (C.1.77) yields z;_1 > 4(d._3)?. Further, using (C.1.42), we can

>
7 i

write
3 n n
Aaj—lzj—l > g)"714(6j—%)2 <5j7% + 53'7%) - 24050)‘||fku|||Ak]—%|
3
> SAn(0,-y)° = AN il [k, 3.
Moreover, (C.1.42) also implies that Aa;_s2;_o > —24030)\kau“|Akj,g]. Thus,

3
Aoj_12j-1 + Aoj_gzj_o > z_l)\%(d %)3 - 24050)‘kau”(‘Akj7%‘ + |Akjfg’)a (C.1.80)

i—

192



for the case when (5]-_% > (5]-_%. Next, for the case when 5j_% > 5j s, we have s;_o = 5j 3.

Therefore, using (C.1.77), we have z;_o > 4(@;3)2. Applying (C.1.42) again, we obtain

lO

i—

3 n n
AOéj,QZj,Q Z g)\’}/lll(é %)2 (6 3 + (5 5) — 24050)\kau|HAkJ7%|
3
> 53 (0-3)" = 2ACE || frulll Ak s |
Again, using (C.1.77) it follows that Aa;_12;_1 > —24050)\||fku|||Akj_%|, leading to
3
Aajazi + Ajazis 2 23(05-3)" = 4CE A frall (1 Ak;_s | + [Ak;_s]),  (C.1.81)

thus concluding Case 2.

Combining both the cases, the estimates (C.1.79),(C.1.80) and (C.1.81) establish the
bound (C.1.78). Furthermore, using (C.1.78), we obtain

r+1 r+1 r+2
E Aaj_lzj_l = E AOé] 1%5— 1+ E AOéj 2252

T j=l+1
1 r+2
=3 (Z (Aaj_12j-1 + Aaj—2zj—2)> (C.1.82)
=l
5 i1 r+1
> 2 D0 Ml ) - 240 lC2, D |8k |
j=l—1 j=i—2

The bound (C.1.82) together with (C.1.75) yields the desired estimate (C.1.74) on Q5. O

Finally, to conclude this section on non-decreasing sequences, we provide the proof of
Lemma C.1.1.

Proof of Lemma C.1.1. By invoking the bound (C.1.62) for Qf + Qj from Lemma C.1.7
and the bound (C.1.74) for Qf from Lemma C.1.8, in the expression (C.1.72), we obtain

3 r+1 r+l 2 2
D> o 2 My (6 A_% 2048 Z (A A %> +& + &
s (C.1.83)
+ Ry + Rs + Py — 6M[| fru]| C2, ';JMM"
i

Now, using the bounds (C.1.73) and (C.1.76) for & and &y, respectively, and the CFL
condition (5.5.1), we further simplify (C.1.83) as follows

r+1 r+1

3 2
D2 g 2 (05" 2048 321 (&%, 3) (C.184)

j=l—-1
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r+1 r+l
- %Vllfullw > (6 16A”f““ 2 < 2>

\ w

Jj=l-1 j=l—-1
r—+1
— (24 + 220[| full + 16N full?) C2 NN furll D |AK; s |
Jj=l—1
~ _ r+1
+Ra+ Rs + Py — 6M|| fru| C2, Z AVANY
j=1-2
15 r+1 1 9
> 2 ) 5 1) 4 —— <A25- )
= 1600 %j_lz_l( " Gao ;1 i~
r—+1
— (24 4 220|| full + 16A| full®) Co N furll Y 1Ak, _s]
Jj=l—1
~ _ r+1
+Ry+ R + Py — 6| fral|C2) D Ak,
j=1-2

where the last inequality follows from the CFL condition (5.5.1). Adding and subtracting
Z;ﬂl 1(6%_1)% to D in (C.1.84) and subsequently using (C.1.10) and the CFL condition
(5.5.1), we have

r41 r+1 r+1
Z (0,02 = 0-02) = 30 (@002 = 02) = | D2 00 = (6702 (C1.8)
j=1—1 j=1—1
1 r+1 1 )
> — )P 25 3 —
Z 500 Z %-4)"+ G100 Z (A 5]—5) A
Jj=i-1 j=l—1
r+1
— (244 220] full + 16M £ul[2) C2 N2 furll S 12K,
j=l—1
_ _ r+1
+Ry+ R+ Py — 6A|| frul|Coy Y [Ak; 1]
j=1-2

Further, substituting the values of P, Ry and Rs from (C.1.10), (C.1.70) and (C.1.71),

respectively, and using the estimate (C.1.28) for P,, we write

r—+1 r—+1 1 r—+1 9
3 ((5]._%)2— (5;_1>2) > %A% N 6;0)° +m > (A%sj_%) (C.1.86)
j=l— j=l— =l-
7 1 T+; 1 1
-0 Z |Akj—%|7
j=1-2
where

© = 24X*(Cug )| fur || + 38X(Cug )| feull + (236(Cuig)* + LA full) N[ Fullll fur]
+ (L6A2Cog ||k ]| + 44X (Cuig ) *v2 | full + A FilllIK]] + 24C00) All fiel-
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Finally, we obtain the desired estimate (C.1.1) since

§ <(6r%)2 (07 1)2+> > ii ((5%%)2 B (5;71)2)

]

A summary of the proof of Lemma C.1.1: To derive the desired estimate for

the term Z;;l_l ((5]-_%)2 — (5;_1)2>, we begin by introducing the modified jumps ¢

(see (C.1.11)) and show in Lemma C.1.3 that the term Z§I§_1(5}_1)2 — 2222_1(5}/_1)2

is appropriately bounded. With this estimate in hand, we focus on the term D :=
2521171 <(5j7%)2 - (5}’_1)2> , which we decompose as D = Q; + Qs + Q3+ P>+ &;. Next, in
Lemmas C.1.6 and C.1.7, we reformulate the terms Q; and Qs as Q1 = R1+ 97 —E1—E5—&
and Qy = Q35 +E&;. We then rewrite the term Ry in Q; as Ry = Es+Ro+R3+Ry+Rs (see
(C.1.68)). The above reformulations allow us to write D = Qj + Q5+ Q5+ R4+ R5+ P+ &
(see (C.1.72)), where & := & — &4 — & — & + &7 + & and QF := Q3 + Ry + R3. Now,
we obtain suitable bounds for P, (see (C.1.28)) and &; (see C.1.38). Further, through
Lemmas C.1.6 and C.1.7, we show that the terms &, &, & and &7 are bounded. Lemma
C.1.7 also provides a lower bound for Qf + Qj. In (C.1.70) and (C.1.71), we derive lower
bounds for R, and Rs, respectively. Furthermore, in (C.1.73) we estimate the term &,
while in Lemma C.1.8, we establish a lower bound for Q3. Combining these results, we
derive a lower bound for D. Using this lower bound alongside Lemma C.1.3, we finally
obtain a lower bound for the term Z;Ll_l ((5]‘—%)2 - (5}_1)2> , thereby completing the
proof.

C.1.2 Concluding the proof of Lemma 5.5.1

First, we present an auxiliary lemma for non-increasing sequences, which will be used in

the proof of Lemma 5.5.1.

Lemma C.1.9. Consider a non-increasing sequence {u;} ez, with jumps (5j+% = Ujy — Uy

Let {U;-Jr%}jez be obtained from {u;};ecz by applying the time-update formula (5.2.4) and

denote the corresponding jumps & 1= u;+l — u;._l for j € Z. Under the CFL condition
2 2

(5.5.1), the jump sequence {0}} ez satisfies the following estimate

(97), < Mell (1K 3] + 18k, 4 1) (C.187)

J

Proof. As (5j+% < 0 for j € Z, applying the CFL condition (5.5.1) to (C.1.3), it follows
that

2
< A fill (18,3 + 18k,

1|
J—5t)7

/ 1 1
5]‘ < (_ _ g k= /{2) (5j+% + 5j—%) + /\ka‘” <|Ak]+%| + |Akﬂ_%|> (0188)
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from which the estimate (C.1.87) follows directly. O

Proof of Lemma 5.5.1. Denote the jumps 67" := u""} — "] and 0%y =l —ufy for

it3 J—3 2 i=1
j € Z. The key step in deriving the estimate (5.5.2) involves decomposmg {u}"‘}]ez into

monotone sequences and invoking Lemmas C.1.1 and C.1.9 to obtain useful estimates. To
this end, we split the index set Z of the sequence {u]};cz into maximal subsets of the
form I, == {l = 1,1, +1,--- ,r},m € S C N such that {u]}cr,, is either non-decreasing

or non-increasing. Clearly, | J I',, = Z. Now, for each m € S, we define a new sequence

meS
{ugn} jez, which is either non-decreasing or non-increasing, as follows:

u, ifl—1<j5<r,

wl =S ifj<i—1, (C.1.89)

ur it g >

T

With this definition, we observe that for each m € S, the jump sequence {6;1 1 ez
2

associated with u}" is either non-negative or non-positive. Additionally,

DO DT =D O =) 0 > (01)% (C.1.90)

JEZ meS jEZ meS jel'm,

Now, our aim is to compare the sums 2]62(5”“) and ) Z]ez(agm )%, where for

m € S, 5;”' = u;il — u 1, and {u 1}Jez is obtained by applying the scheme (5.2.4) to
2

{u}"}jez. For this, first We note that the jumps {5 ntl }jez can be expressed as

5;1“ (5” 1 +5n )—A<f(kj+1,uﬁl%)—2f(kp u; )+f( -1 U J+11)>

1
2

(C.1.91)

— g(O';-L_,’_l — 207 + 0} ).
Next, consider a region where the sequence {u} }jcz is monotone, say for j € {I—1,1,...,r}.
In this case it is evident that 6;‘+ =0, forje{l—1,0,...,r — 1}, for some m € S.

Consequently, from (C.1.91) we have 5;-”1 = 5;", for j € {l,l+1,...,r —1}. In other
words, away from the local extremum points of {u} };cz, the relation (5?“ = (5}”/ holds for
some m. On the other hand, at the local extremum points, say j € {I — 1,7}, of {u] }jez
with {u}} non-decreasing on j € {l —1,1,...,7}, we have

S = 6 s LN f (K 1 U)AE 1= Ak, o1 uf) Ak, (C.1.92)

r—3

5ln—+11 = 51@1_1) + ‘51@1 + )‘fk<kl7%7ulfl>Akl7% - )‘ka;;l—%vu?fl)Aklfga

for k,_y € Z(kr1,ky), Fpyy € Z(kys ki), Ry € T(hioy, ki) and Fi_s € Z(kis,
ki1

~—
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Further, using Lemma C.1.9 for the term (§£m+1)/)+(which is generated from the

non-increasing sequence {u™};cz) in (C.1.92), along with the property that a,b € R,
(a+b)y < ay + by, we obtain

(), < O )+ G+ ANy + 1Ak, ) (C.1.93)
< (07 )1 + 2Ll (kg + 18K,y ).

Upon squaring both sides of (C.1.93) and using the bound |67 < 2C,, (a consequence of
Theorem 5.4.1), we deduce that

(011)% < G2+ (JAky ] + Ak, _y ). (C.1.94)
where W := 16)%|| fi | 2| k|| + 8Cu, Al fill. Analogous arguments for j = [ — 1 yield
n 2 m’ ~
(0)), < ()% + v (IAkl_g + |Akl_g|> . (C.1.95)

Thus, we observe that for any j € Z, either (5;““1)3L = (6;”/)3 or (5;‘“)3 < (6m)% +
U(|Akj 1]+ |Ak;_1]), for some m € S. Therefore,

> (5n+1 <> > (5m> + 20| k| sy (C.1.96)

JEZL meS jel'y,
= (@) X () 20kl
meSy j€lm meS) jely,
where S = {m € S : {u]'};czis a non-decreasing sequence} and S| := {m € S :

{u'}jezis a non-increasing sequence}. Finally, invoking Lemma C.1.1 for {u}" }jez, m € S
and Lemma C.1.9 for {u]'};cz, m € S} in (C.1.96) and recollecting (C.1.90), we obtain

ICASHED DD HILIVEE D D SICE

JEZ meSy jEFm meSy jELm
A% ) 30|k
6400 Z 2 ( 30k |av
’I’)’LEST]EFm
2
30 Sl (18K + 1Ak 1) + 20k sy
mGSLjEFm
< SO~ g S0+ 30Kl + SIINZILAI ks
JEZ JEZ
+ 20|k pv
< Z 5n é + — %A’Yl Z((S;l_%)i)_ + lIf”k'HBv,
JEZ JEZ
(C.1.97)
where W := 30 + 8]|k||\2|| f||> + 2¥. Here, we have used the fact that
2
S (180 g1+ 18k, 1) < 4kl Y (184 + 1Ak, 1) < Iy
jez jez
This completes the proof. n
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